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1. SCOPE

This Technical Description Document (TDD) characterizes the Strategic Management Information System (SMIS) architectural design as well as the design considerations for the component mission applications, common support applications, and infrastructure service components.  The design illustrated in this document covers the infrastructure for the entirety of SMIS activities.  The Database Design Description (DBDD) provides pertinent details on the data layer supporting the respective increment.

1.1 System Overview

To manage Air Force (AF) resources, AFMC collects a large amount of data from the Air Logistics Centers, Product Centers, supported MAJCOMs and the Headquarters.  The data is analyzed to generate metrics, and to summarize status for decision-makers.  These analysis tools have been labor intensive resulting in delayed reporting and lacking in forecasting capabilities.  SMIS provides a web-based management tools for collecting, tracking, analyzing, displaying and integration the Command’s performance data.  A purpose of SMIS is also to link metrics in a causal chain that can imply the affects of changes made by management.  This functionality includes graphical modeling and forecasting capabilities. All together, SMIS will provide a capability for resource allocation and POM input meant to satisfy the Command’s strategic initiatives.  

Applying Performance Scorecard management concepts, SMIS introduces a Command-wide performance management tool to support proactive Command management and time sensitive decision-making.  SMIS enables AFMC leadership to monitor current performance and to target future performance in a framework that portrays missions, strategies and objectives in operational terms.  SMIS improves communication up and down the Command, organizing data into information, anticipating the need for knowledge and providing “decision quality” information.  The system is a briefing tool for meetings and conferences such as Quarterly Execution Reviews (QERs), Commander’s Conferences, and Strategic Plan Assessments.  The information could be briefed directly from SMIS.  The system is intuitive to use and requires minimal to no user training.  SMIS data is unclassified but sensitive. 

· Performance Scorecard (BS) methodology helps focus corporate processes on achieving corporate strategies. BS is founded upon the organization’s stated mission and strategies.  Success factors critical to meeting the “corporate goals” are defined. Vital signs are identified from among existing process measures or new metrics are constructed.  These become the keys for target-setting and performance measurement in areas critical to the strategies. Hence, the Performance Scorecard concept is a performance measurement “system”, derived from vision and strategy, and reflecting the most important aspects of the organization’s business processes.  

The Performance Scorecard (BS) concept attempts to organize metrics so that the resources and priorities among scorecard perspectives can be appropriately analyzed. When properly implemented, it would indicate whether organizational priorities and/or resources are being applied in a manner supporting corporate goals.

AFMC has adapted this concept to fit its requirements and culture. A command-level team, comprised of experts from the mission areas and strategic planning specialists, works closely to identify and link metrics for perspective of the scorecard.  A capability to perform strategic mapping within SMIS has grown to serve this purpose.
AFMC supports the philosophy to communicate performance information across all echelons of an organization by directing open “read” access to the Command level metric information.  

To fulfill the many requirements of the user community, SMIS is a web-enabled, server-centric (zero footprint) JAVA application that exploits data from across the AFMC activities extracted from many different types of data sources to generate.  

The system architecture is Global Command Support System-Air Force (GCSS-AF) compatible, PKI/CAC enabled, and has a current C&A which expires Mar 2007.

1.2 Document Overview

The purpose of this TDD is to describe the overall as-is design of SMIS and to provide design considerations for any future application increments.  

2. System-Wide DESIGN Decisions

2.1 Design Decisions

This section describes the overarching principles that guide the SMIS design.  System design considerations at the highest level include the three component categories consistent with the Defense Information Infrastructure (DII) Common Operating Environment (COE) Components and Relationships shown in Figure 3-1: Mission Application (MA) components, Common Support Application (CSA) components, and Infrastructure Services (IS) components.  These considerations are incorporated in the design as servers, hosting components on Windows 2000 for Servers, controlling access to components, reusable components, and other similar applications as described below. Government Off-the-Shelf (GOTS), and other support applications or utilities that reside in the COE enable the MAs, where the functional users will get most of the capability they need from the system.
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Figure 3-1.  DII COE Components and Relationships

2.2 Software Architectural Design

The characteristics of the major components of the DII-COE form the basis of design decisions implemented in SMIS.  The components are categorized by general function.  The software architecture design, composed of the listed three categories, is described in the following paragraphs.

· Mission Application (MA) Components

· Common Support (CS) Components

· Infrastructure Services (IS) Components

2.3 Mission Application Component Design Considerations

The MA component design is guided by the following considerations:

· Presentation, business, and data access processes and rules are allocated to separate individual components, within performance considerations.

· Processes are allocated to components so those components perform one primary, clearly focused function or process.

· Workstation presentation control resides at the server (zero client “footprint”).

· Enterprise views will include access controls to tailor read/write permissions, as appropriate. 

· Maintenance is minimized by reuse of components

· System protection must be consistent with the level of data classification.

All existing inbound and outbound interfaces are accounted for and satisfied in the design.  The form and format of individual interface files and records may be changed and improved, but the functional need is still satisfied.  Interface design considerations include:

· Reducing the number of physical point-to-point interfaces and transaction file transfers.  The modernized interfaces will take maximum advantage of architectural technologies, such as database links, to improve data integrity, reliability, concurrency, and data quality by employing techniques other than point-to-point transaction files.

· Separating the business rules that govern the interface from the physical structure and delivery mechanism.

2.4 Common Support Applications Component Design Considerations

The design considerations for shared data are summarized as follows:

· Provide a common data environment shared and accessible by applications and users - a managed environment providing a consistent view of both shared and MA-unique data.

· Provide independent Application Programming Interfaces (APIs) for support of platform and Database Management System (DBMS) data access and manipulation - a standardized set of interfaces for components to promote reusability.

· Provide enterprise-wide data views, that is, access to data across multiple organizational echelons.

· Single point (source) of data entry.

· Owners of data are the only source for changes to data.

· Multiple mechanisms may be available to simplify data OPR tasks.

· Read-only access is provided to non-owners of data.

· Access common reference information from a single source.

· Eliminate data redundancy and inaccuracy.

The design considerations for the Presentation Manager are summarized as follows:

· Provide user interface with a standardized look and feel.

· Provide site identity and intuitive navigation

· Minimize the effort (number of clicks) of navigation or completing system tasks.

· Support dynamically customizable features based on the user’s role and privileges.

· Enable persistent connections between the client and the server.

2.5 Infrastructure Services Component Design Considerations

The IS component design considerations are summarized as follows:

· The common desktop operating system is Microsoft (MS) Windows 98, 2000 or XP workstation.

· The common desktop user environment is an MS Internet Explorer (IE) 5 or higher browser.  The final qualification test of the workstation component will target the DII COE desktop user environment with additional testing to accommodate desktops running the Windows 98/2000/XP operating systems.  Testing is not planned for non-DII COE environments.  

· Component design will permit the hosting of server components on Windows 2000 for Servers.  This will allow flexibility in re-hosting components where necessary to available server platforms in the architecture without major re-work. 

· Component design will minimize internal logic relating to user role and function.  Access rights and privileges are to be controlled within the infrastructure service components of SMIS.  This will allow security and permissions to be set at the system level rather than embedded within application logic.

· Components are designed and packaged for potential reuse.  This principle attempts to create general components and objects rather than specific functional objects.

2.6 Database Design Considerations

Data Stewardship Principles:

· The physical definition of stewardship implies an organization whose responsibility is to generate the initial data and/or maintain the data.  Logical data design is an exercise in the collection of like elements without regard to ownership, but with regard to their relationship with other data.  However, during the process of logical data design, information regarding stewardship should be recorded and be made present for the physical data design phase.

· Make enterprise data available to improve the decision processes of persons whose roles indicate a plausible need to know, unless there are compelling security reasons to the contrary.  The Air Force Knowledge System (AFKS) will store some data provided by the data stewards and incorporate measures to ensure the validity of that data.  As such, it is assumed that in utilizing AFKS as the source for required and available data, that SMIS complies with the concept of using source data.

Data Distribution Principles:

When distributing non-time-critical data, use off-peak network capacity.  Minimizing data latency is an essential consideration, so these decisions will be traded-off to the benefit of the user.  Data design must reflect fundamental business policy in the data structure and relationships.

3. System Architecture DESIGN

Based on the considerations in the preceding section, the SMIS applications are designed to run in a three-tier, distributed, open, client-server environment with a relational database.  In three-tiered application architecture, the logical components of presentation, business logic, and database are designed and implemented as individual components, thus providing a level of independence and stability to each component.  The application is design using Unified Markup Language (UML) and is implemented in JAVA development language, which is object-oriented.  Changes to one component do not necessarily have to ripple through the other components.  Separating these components from a design and implementation perspective also contributes to the ability to reuse components.

The SMIS production suite will utilize the full contingent of server capability to provide systems management, security, application and workstation management, and databases that service SMIS.  Application processing, distributed shared databases, system management, security, and authorization services will be provided for the enterprise.  Personnel at any base with prescribed browser software are able to gain access to the unclassified application through the Defense Information System Network (DISN).  For “write” access, users must possess a valid Common Access Card (CAC) and have applied for access.  Each location is required to have the necessary workstation management, application, data, file, and print server capacity to provide responsive overall system performance.  Print capability is provided to the end-user by Local Area Network (LAN)-connected laser printers through the browser function.

3.1 System Components

This section discusses the SMIS software architecture and general functions as they apply to the design considerations previously discussed (see Figure 3). 
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Figure 3.  SMIS Software Architecture Overview

3.2 Presentation Layer

The presentation layer is designed to use a browser on the user’s desktop, with the majority of the presentation processing taking place via Java Server Pages (.jsp).  The end-user interface is targeted to support an Internet Explorer 5.0 or later web browser capability.  The Web browser is the primary means of activating SMIS business functionality.  Use of Web browser functionality will greatly reduce the configuration management and installation burden associated with implementation of changes to the user interface.

The web interface will provide services for

· access control, 

· navigation, 

· command status review,

· scorecard review,

· dashboard review,

· My Dashboard setup,

· review and manual entry of metric data,

· data file mapping, and

· utilities.

The initial entry into SMIS is the Home Page that provides navigation options, user help and related hyperlinks.  A menu in the header of the page assists in moving within the site and returning to the Home Page (see Figure 3-1).

The end-user workstation is designed to work from any Air Force-approved desktop capable of running the target browser software.  Web application servers that provide the interface layer to the business application layer for the application are to be implemented on servers located at WPAFB, Ohio.
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Figure 3-1.  Example of the Home Page and Drop-down Menu.

The header section of site pages provides a site identity and a readily available navigation function.  It also provides space, in the “heads-up display” (center of the header) for titles or notes, as required.

3.2.1 Metric Presentation

Metric information is presented three main ways: Command Status; scorecards; and, dashboards.  The Command Status function provides a slide presentation view for pre-designated purposes.  The scorecards are the highest aggregation of metric information for a given echelon or business unit.  Dashboards are to provide a drill-down capability from the scorecards, but they may be accessed directly.  Examples of each follow below:
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Figure 3-2.  Example of a Command Status View.
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Figure 3.3. Example of a Scorecard View.
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Figure 3.4.  Example of a Dashboard View.

3.2.2 My Dashboard Setup

To provide a tailored view for the user, this function allows the user to select those metrics they want on a personalized version of the dashboard.  This is accessed after the users identify themselves with a CAC input.  
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Figure 3.5.  Example of My Dashboard Setup.

3.2.3 Data Entry

Most of the data sources for SMIS are Excel spreadsheets or single points of data that are easily input by one representative of the respective functional area.  To accommodate this user base, SMIS has a data entry function that enables the user to identify a specific metric and quickly input the data. 
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Figure 3.6.  Example of the Manual Data Entry View.

In the case where a single point of contact collects all related data and inputs the data as a service to the group, the system can upload a data file in comma delimited format, which is a common output for MS EXCEL.
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Figure 3-7. Example of the Data File Upload View.

3.2.4 Data File Mapping

Because many of the data sources for performance information are MS Excel spreadsheets, SMIS provides the capability (explained above) to load an entire file.  The qualification to that capability is that the format of the file must be recognized by the SMIS data load application.  A “mapping” between the file and the intended target database elements is pre-defined.  If the user changes the spreadsheet format, the load may fail.  To accommodate the user, SMIS includes a Data File Mapping utility that allows the user to re-map the load program. The utility will read the format of a user-designated file and provides a drag and drop interface that simplifies the re-mapping task.  
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Figure 3-8.  Examples of Data File Mapping Views

3.3 Application Layer

The mission application, data access objects, and common support applications work together to perform the business functionality of the SMIS applications.  Shown in Figure 3, the mission applications perform data formatting, graphic user interface and the other required system functions.  All the functions represented by the examples of the Presentation Layer are powered by the object-oriented, JAVA software applications.  The applications are based upon classes that comprise families of similar functionality.  Linked to operate with other classes, the application layer becomes a powerful, flexible “meat grinder” which provides the varied functions required. The software design makes it hardware independent so that the system can be reloaded on alternate platforms in the event of its host’s failure.

The Oracle Application Server suite could be visually broken down in to several components. The highest-level components are the HTTP Server and the J2EE Container. The HTTP requests are handled by the Oracle HTTP Server (actually an embedded custom Apache server). The HTTP server handles all requests from the client and handles all CAC type requests for authentication. If the content being requested is static, for example documents and graphics, the HTTP server can process those requests without involving the J2EE (OC4J) server. If the request requires dynamic content, the request is then passed on to the OC4J for processing. The OC4J container is a J2EE compliant container that processes all Java related requests. Within the application, being managed by the container, are some industry standard technologies. One of these technologies is the Struts (Model-View-Controller) library. The Struts library is heavily used for the administration pages. This layer also uses industry standard JDBC drivers for data access.

3.4 Reports

There are no generated standard reports for SMIS.  Printed SMIS output is generated through standard browser print functions.

3.5 Data Layer

The data layer is managed by the Oracle 10g Relational Database Management System (RDBMS).

As described in the Database Design Document (DBDD), over 60 tables house the metric data to serve the applications.  Stored procedures support materialized views to present the correctly formatted data for the dynamically generated user interface.  The application layer employs a set of data access “objects” that streamline the interaction with the data layer.

3.6 Security

Access control for the read-only features of SMIS is limited only to .mil authentication to make it available to the widest audience.  Access control to any SMIS “write” function is provided by SMIS in conjunction with the PKI COTS product application.  A CAC card and Personal Identification Number are required for write access.  The digital certificate from the CAC is compared with permissions tables within the database and access is controlled by the result.  

3.7 System Interface

SMIS queries and uploads data from AFKS.  An application in the TeraData suite, Basic TeraData Query, provides the data result for SMIS upon request.  No interface application is involved except the COTS application mentioned.  A SMIS Oracle DBMS scheduled job is executed to retrieve the data sets.

3.8 Help

Help is a simple slide-based overview, as required.  Mouse-over comments augment the user’s understanding of the displayed information.  A link to the Virtual Information Center (VIC) help desk is also provided.

4. System Hardware Architecture

The operational architecture that ties together the presentation, application, and data layers with the system management layer is illustrated in Figure 4-1.  

[image: image10.png]Hardware Distribution
Application Server Database Server

Production g" g"

Micron Quad-Xeon 2.4GHz Processors

Independent

Test
Dell PowerEdge Quad-Xeon 700MHz Processors

Maintenance/ §! ?‘
Coting Lem =

Micron Quad-Xeon 2.4GHz Processors

ORACLE AppSwr 10g ORACLE 10g RDBMS
oc4) SQL PLUS
App Server Enterprise Mgr - SQLLDR
SMIS APPLICATION Inport/Export
oc4
SQL Net

Orarle Enterprise Mer
Software Distribution




Figure 4-1.  System Hardware Architecture & Software Distribution

5. Terms and Abbreviations

Figure 5 lists pertinent acronyms, terms, and abbreviations applicable to SMIS.

	Acronym
	Description

	AFB
	Air Force Base

	AFKS
	Air Force Knowledge System (formerly EDW)

	ALC
	Air Logistics Center

	API
	Application Program Interface

	CAC
	Common Access Card

	CDRL
	Contract Data Requirements List

	CSA
	Common Support Application

	CM
	Configuration Management

	COTS
	Commercial Off-the-Shelf

	CSC
	Computer Sciences Corporation

	DBDD
	Data Base Design Description

	DBMS
	Database Management System

	DII COE
	Defense Information Infrastructure Common Operating Environment

	DISN
	Defense Information System Network

	DoD
	Department of Defense

	GCSS-AF
	Global Command Support System-Air Force

	GOTS
	Government Off-the-Shelf

	HTML
	Hypertext Markup Language

	ICD
	Interface Control Document

	IE
	Internet Explorer

	IS
	Infrastructure Services

	J2EE
	JAVA 2 Enterprise Edition

	JDBC
	JAVA Data Base Connection

	.jsp
	JAVA Server Pages

	LAN
	Local Area Network

	LG
	Logistics 

	MAJCOM
	Major Command

	MS
	Microsoft

	MSG
	Materiel Systems Group

	OC4J
	Oracle Containers for J2EE

	PC
	Personal Computer

	PDF
	Adobe Acrobat Portable Document Format

	PKI
	Protected Key Infrastructure

	POC
	Point of Contact

	QT
	Qualification Testing

	RDBMS
	Relational Database Management System

	SHADE
	Shared Data Environment

	SMIS
	Strategic Management Information System

	SQL
	Structured Query Language

	SSL
	Secure Socket Layer

	VIC
	Virtual Information Center

	WPAFB
	Wright-Patterson Air Force Base


Figure 5.  Listing of Acronyms
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