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Section 1

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Introduction (Completed Prior to HWDR)
This is the Cutover and Test Plan for the Implementation of the Combat Information Transport System (CITS) Information Transport System (ITS) at base X.  ITS provides base-wide connectivity and networking equipment capable of satisfying the warfighters’ current and future mission, administrative, and support requirements.  ITS is a high-speed, robust, high-capacity transport system that is capable of linking existing and planned secure and non-secure voice, data, video, imagery, and sensor systems, both classified and unclassified, and provide the capability to incorporate evolving technologies.  The ITS is made up of new and existing equipment, fiber, and infrastructure which the contractor is responsible for integrating into the ITS.  The test plan outlined in this document is meant to confirm acceptable system operation following Cutover regardless of the origin of the components.  These are system tests that Shall be dry-run by the contractor before government witnessed tests start and run for a second time in the presence of the government witness as the formal acceptance tests. Results from the dry-run tests Shall be available to the government witness during formal tests. The contractor is responsible for delivering an integrated ITS to the Government.

The Baseline Program Directive for CITS ITS Projects allows flexibility in the design of the ITS.  A minimum of an Ethernet backbone will be provided at all bases.  If a base does not have significant circuit requirements, an Ethernet only solution may be provided.  If significant circuit requirements exist, either an ATM or SONET backbone can be provided to support them, in some cases this may be at only those ITNs with circuit requirements.  In the case of hybrid systems, the Ethernet can be integrated into the ATM or SONET transport or left separate based on requirements analysis.  With this flexibility in design the complexity of this test plan increases.  ITS Backbone designs will vary greatly between sites but normally will fall into one of the following.

a. Ethernet Only

b. Ethernet Over ATM

c. Ethernet Over SONET

d. Ethernet and ATM

e. Ethernet and SONET

Information should not be duplicated between deliverables for the same site.  If the information is pertinent to the discussion in a paragraph of this document, and exists in another document, reference the other occurrence of the information rather than duplicate it.

The contractor is responsible for all test procedures.  The sample procedures are provided only as examples of viable tests.  If the contractor uses these examples, they shall be modified to provide site specific details.  If there are no examples, for a particular test, the contractor will develop them to verify the requirements of the baseline and Paragraph 6 of this document.  When the scope of testing is different or a new procedure is developed, these changes shall be discussed during collaboration and agreement reached.

1.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Purpose (Completed Prior to HWDR)
1. Provide a general methodology and detailed approach to deploying the CITS ITS weapons system by integrating new hardware and software into the existing network at a base while minimizing network down time.

2. Detail the planned ITS network’s operational configuration and provide a detailed step-by-step process for migrating from the base’s legacy network configuration to the final ITS configuration, to include integration with previously implemented CITS phases at the base.

3. Provide a test approach to ensure that the design meets requirements and performs as predicted.

4. Identify the individual tests with pass/fail criteria that must be performed for the acceptance of the ITS installation.

5. Establish and provide a detailed test plan and procedures.

6. Provide data sheets to record the test results and official system acceptance.

7. The Cutover and Test sequences will be detailed in this document and the Site Project Schedule.

1.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Objective (Completed Prior to HWDR)
The objective of this document is to create a plan, a timeline for accomplishment, and a document trail that will minimize disruption during the ITS network implementation and provide documentation that the ITS meets the design criteria, program requirements, and is worthy of acceptance by the Government.  Redlines may be necessary as a result of test procedure changes necessitated by the contractor, site, equipment vendors, or other factors.  These changes shall be documented in the “redlined” delivery of the Contractor Data Package (CDP).

1.3

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Requirement (Completed Prior to FDA)

A Cutover and Test plan, including all test procedures and results sheets, shall be a deliverable with documentation for FDA. During Collaborative Design, issues concerning the approach and schedule for reuse equipment to avoid disruption to existing network services shall be addressed.  It shall include all vendor specific information.  Submit draft to the Government IAW CDP.  The government will provide comments at the final document writing/review meeting to be held at the contractor facility.  Test results shall be documented when executed and available on site.  Final documented test results shall be submitted IAW the CDP

Section 2

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Scope (Completed Prior to HWDR)
This document shall provide a detailed plan for Cutover and system testing of all parts of the ITS implementation, and integration with any previous CITS phases installed at the site or currently serviced non-core buildings.  It shall include all newly procured and existing equipment which is integrated into the ITS during Cutover.  Demonstration of the management capabilities of the overall system is required. All tests that are performed for government witnesses (ESC PMO designated representative) shall be carried out on the network after Cutover.  In preparing for formal government witnessed tests, the contractor shall conduct dry-runs of all system tests and record results.  During conduct of the system tests for government witness, the dry-run test results shall be made available for purposes of aiding in the diagnostics of any test failures. 

Section 3

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Cutover and Test Approach and Philosophy (Completed Prior to HWDR)
This section shall provide the overall approach to be employed for Cutover and system testing the ITS.  This shall include general information on the order of implementation, the sequencing of Cutover and testing, how impact to 24-hour facilities is going to be minimized, what hours of the day work will be performed, and other details specific to the site.  The purpose of this section is for the contractor to demonstrate to the site and program office that they understand the mission of the site and have done all the planning necessary to make the implementation of ITS at the site as efficient and non disruptive as possible.  The subsections below should provide a greater level of detail on those topics, which are considered to be of importance.  Examples of an approach are shown in the following sections.

3.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Tasks Required Before Cutover (Notes at HWDR, Completed Prior to FDA)
Tasks are identified by responsible agency (OPR) as Contractor or Government.  These tasks represent things that can be accomplished prior to touching the operational system at the base.  Table B-1 is a sample format for delineating those tasks.  It is not all-inclusive but represent items previously delivered to the Government that provided useful information.

3.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Cutover Sequence (Notes at HWDR, Completed Prior to FDA)
Table B-2 shows the planned order in which the buildings in the network shall be Cutover. The order of Cutover will be developed in a manner, which will minimize user outage during Cutover and take into consideration the availability of equipment being reused.   This example was developed according to the base VLAN structure proposed.  This section should present the Cutover sequence and the rationale used to develop the Cutover as planned.  This cutover sequence also will be included in the project schedule, Section 1.5.5.

3.3

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Tasks Required During and After Cutover (Notes at HWDR, Completed Prior to FDA)
Tasks are identified by responsible agency (OPR) as Contractor or Government.  These tasks encompass the Cutover of the ITS and  testing that must wait until the integration of the overall ITS has occurred.  Details on which tests can actually be accomplished before integration and Cutover and which tests must wait until after integration and Cutover shall be shown here and in the schedule included in the TSIP.  Table B-3 is not meant to be all-inclusive but represent items previously delivered to the Government that provided useful information.

3.4

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Specific Areas of Concern (Notes at HWDR, Completed Prior to FDA)
These areas of concern may require special attention during the integration.  Cutover, and testing of the system to insure that extended operational outages are not experienced.  These sections shall be used to provide any additional details required during integration, Cutover, and testing that are not included in the task listings above.  A transition from the system configuration that is shown as the existing network infrastructure in the TSIP and the final ITS configuration shown in this document and the TSIP is the concern of this Cutover and test plan.  In general, any items needing to be changed, configured, monitored, or in some way adjusted, added, or monitored during the this transition shall be identified in these sections.

3.4.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   IP Addressing (Notes at HWDR, Completed Prior to FDA)
Discuss any changes to the IP addressing on the base, which is planned, and how this will be accomplished.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Protocols (Notes at HWDR, Completed Prior to FDA)
Discuss the routing protocols to be utilized after Cutover and any details necessary to facilitate these changes from what is in use pre-Cutover.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.3

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   ATM Addressing (If Required) (Notes at HWDR, Completed Prior to FDA)
List and describe any changes necessary in the ATM addressing to get from the current addressing to the Target Design addressing.  If ATM is not used in the existing network, this section is not applicable and the ATM addressing described in the Target Design section of the TSIP and this document will be used.  If any of the existing equipment is to be reused and have ATM added this section should include any details required for this transition.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.4

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   VLANS (Notes at HWDR, Completed Prior to FDA)
List and describe actions needed to convert the sites VLANs from those existing at the beginning of the project to those shown in the Target Design sections of the TSIP and this document.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.5

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   ELANS (If Used) (Notes at HWDR, Completed Prior to FDA)
List and describe actions required to convert the sites ELANs from those existing at the beginning of the project to those shown in the target design.  If ATM is not used in the existing network, this section is not applicable and the ELANs described in the Target Design section of the TSIP and this document will be used.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.6

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Network Management (Notes at HWDR, Completed Prior to FDA)
List and describe actions needed for integration of the management of all of the ITS components, provided in this project, into the network management system platform.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.

3.4.7

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   WAN Connections (Notes at HWDR, Completed Prior to FDA)
Discuss where WAN connections are to be made other than the standard NO/IA connection.  If none occur, which is likely since these connections should be the only WAN connection both before and after Cutover, list this section as N/A.  This discussion shall be coordinated with the tasks in the Appendix B Tables  and the detailed schedule of events included in the TSIP.

3.4.8

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Miscellaneous (Notes at HWDR, Completed Prior to FDA)
List and describe other changes that would need to occur in the Cutover and testing of ITS that were not covered in the other categories.  This discussion shall be coordinated with the tasks in the Appendix B Tables and the detailed schedule of events included in the TSIP.
Section 4
 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h System Test Descriptions (Notes at HWDR, Completed prior to FDA)

The formal system tests  described in this section are  used to determine that the system was properly designed and installed.  The test descriptions are provided as samples to be modified by the contractor to meet the site’s unique design and requirements, or modified during the collaborative design period with IPT concurrence.  The contractor may also suggest alternative tests, if these tests are considered inadequate, too costly to run, or are in some other way inappropriate.  The contractor shall be totally responsible for the overall test program.  CITS testing has been subdivided into the following categories.

4.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Quality of Physical Workmanship Test (Notes at HWDR, Completed Prior to FDA)

A sample of a data sheet to be used for Government inspection is shown in Appendix C-1.  The Government reserves the right to attend the quality inspection when performed by the contractor.  However, the Government plans to spot check physical workmanship in a number of ITNs, EBNs, and Manholes after reviewing before (in the TSIP) and after (in this document) digital photographs, with date and time stamps, taken by the contractor.  The number of buildings to be spot checked is dependant on the number of buildings implemented at the site, the number of differing contractors used to implement the system, or other items that are determined to be able to effect the installation quality.  The number to be checked is to be determined at the collaborative design meeting with the agreement of IPT members.  At a minimum, the following aspects of the physical installation are inspected at each location for compliance with applicable standards and best commercial practices:

1. Verify correct installation of racks/cabinets per the floor plan and local standards.

2. Verify correct rack/cabinet grounding and AC power installation per current National Electrical Code or local standards at non-US sites. 

3. Verify all equipment has been installed per rack elevation drawings in the TSIP.

4. Verify that all fiber optic, Cat XX and power cables have been neatly arranged and tie-wrapped using stress relief bars where required.

5. Verify that all power cables have been either isolated from (by at least 3 inches), or run perpendicular to, all copper data cables.

6. Verify that all fiber optic and Cat XX cable entering/leaving the CITS equipment racks are run via locally approved methods, including the use of “innerduct” for fiber where necessary.

7. Verify that all fiber optic patch panels have been labeled to show the far-end location for every optical fiber connection.

8. Verify that all fiber optic and Cat XX patch cables have been properly labeled at each end per the AFTO 31 Series cable labeling standard.

9. Verify that any premises wiring installed by the contractor due to equipment relocation during the CITS implementation is properly labeled.

 Note: Cat XX refers to existing Cat 3/5 wireing and to any newly installed Cat 6 cables.

4.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Distribution System Integrity (Notes at HWDR, Completed Prior to FDA)

A sample test procedure can be found in Appendix C-2. The contractor shall modify this procedure or develop one of their own, to verify that requirements are met. 

Each optical fiber in each new fiber optic cable shall be tested after completion of all fiber termination and splicing.  An Optical Time Domain Reflectometer (OTDR) shall be used to determine the length (kilometers), identify problems due to installation or splicing.  The OTDR measurements shall be made from one end of each fiber at one wavelength for each fiber (Multi-mode 1300nm and Single Mode 1550nm). OTDR Traces will be maintained on site until completion of cutover and testing.  Electronic  copies of the OTDR traces will be included in this document at FDA, as part of Appendix C-2.  In addition, a calibrated optical source and power meter shall be used to measure the attenuation (dB) in each direction at two wavelengths for each fiber in each cable.

Existing fiber identified for reuse that is modified or repaired will be re-tested and documented in the same manner as newly installed fiber.

Results from a) the OTDR measurement, and b) the optical source measurement shall be recorded on the “Fiber Optic Cable Loss Test Data Sheet” and included in the results section of the Test Procedure for this test.  The Government reserves the right to witness the contractor’s testing of the Distribution System.  However, the Government does not plan to witness all Distribution System testing and plans to base acceptance of the test data on an inspection of the data.

The pass/fail criterion for this test is met when the OTDR results show no anomalies, unexpected reflections or losses and the fiber attenuation is less than the maximum allowable attenuation value as calculated below including measurement error.  The attenuation of a fiber is a function of the length of the cable, the number of splices in the cable, and the number of connectors in the cable:

Single Mode at both 1310 and 1550 nm

Max Attenuation  (in dB) = (0.50 X Length) + (0.3 X Number of Splices) + (0.8 X Number of Connectors) + 0.5 dB (Measurement Error)

Multi-Mode at 1300 nm

Max Attenuation  (in dB) = (1.5 X Length) + (0.3 X Number of Splices) +  (0.8 X Number of Connectors) + 0.5 dB (Measurement Error)

Multi-Mode at 850 nm
Max Attenuation  (in dB) = (3.75 X Length) + (0.3 X Number of Splices) +  (0.8 X Number of Connectors) + 0.5 dB (Measurement Error)

NOTE:  Length is measured in kilometers, and is determined using an OTDR. Any GFE fibers reused in ITS, shall have been tested and proven suitable for reuse earlier in this project and documented in the TSIP.  No further action or testing is required on the reused GFE fiber.

4.3

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Ethernet Connectivity & Throughput Tests for IP Traffic

The purpose of these tests are to validate the proper configuration and functioning of the VLANs and ELANS (if used) under network loading (50% Ethernet loading).

4.3.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Intra-VLAN Connections

The contractor shall develop a procedure (C-3.1) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

1. For each VLAN use PING to demonstrate connectivity between members of a VLAN.  Where possible, members should be in different buildings at distant ends of the network.

2. Perform an FTP or Test TCP (TTCP) between two work stations in the same VLAN to verify that the minimum acceptable data transfer rate is attained. (5Mbps or 625kBps).

4.3.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Inter-VLAN Connections

A  sample outline of a test procedure is included in Appendix C-3.2. The contractor shall modify this procedure or develop their own to verify that the requirements are met .   The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  .
1. For each VLAN use PING to demonstrate connectivity between users on different VLANs.  Where possible, members should be in different buildings.

2. Perform an FTP Test TCP (TTCP) between two work stations on different VLANs to verify that the minimum acceptable data transfer rate is attained. (5Mbps or 625kBps).

4.4

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Ethernet Backbone Trunk Redundancy

The purpose of these tests is to validate the proper recovery of the Ethernet backbone under a variety of simulated failure conditions.  A log shall be maintained to record the time of each induced failure.  The log will be used subsequently to validate that all failures are reported and logged into the network management system.

4.4.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Path Redundancy

A  sample outline of a test procedure is included in Appendix C-4.1. The contractor shall modify this procedure or develop their own to verify that the requirements are met .   The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.
This test simulates a backbone FO cable failure over an Ethernet backbone path and verifies that the network will reconfigure itself under circumstances of a backbone failure.  (This test is not required if ATM or SONET is used exclusively for inter-ITN traffic.) Use PING between end users located off different ITNs.  Disconnect a fiber (Ethernet trunk) between these ITNs.   The traffic should be rerouted over an alternate path and the PINGs should be resumed after a time out.

4.4.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Equipment Redundancy

The contractor shall develop a procedure (C-4.2) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.
This test simulates a failure in the critical switch services/modules of an Ethernet router/

switch.  Many critical active primary services/modules have standby or  secondary modules  for enhanced reliability/availability. Identify the active services/modules.  Use PING between end user locations off different ITNs.  Disable the active services/modules. the PING should resume after the standby/secondary services/modules takes over  Record the amount of time it takes to switch..

4.4.2.1 Router Redundancy

4.4.2.1.1 HSRP

A sample outline of a test procedure is included in Appendix C-4.2.1The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry runs of the same test.

This test will verify the proper operation of the HSRP services implemented in the ITS installed equipment and will continue to function correctly in the event of primary HSRP Router module failure. The test shall be considered successful if HSRP services correctly assume control of the disabled interface.
4.4.2.1.2 VRRP

A sample outline of a test procedure is included in Appendix C-4.2.2.The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry runs of the same test.

This test will verify the proper operation of the VRRP services implemented in the ITS installed equipment will continue to function correctly in the event of primary VRRP Router module failure.


4.4.2.1.3  SRM/RPR+

A sample outline of a test procedure is included in Appendix C-4.2.3. The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry runs of the same test.

This test will verify the proper operation of the redundant routing SRM and RPR+ services implemented in the ITS installed equipment and will continue to function correctly in the event of primary router module failure.  The test shall be considered successful if SRM and RPR+ services correctly assume control of the disabled interface.
4.4.2.2  Supervisor Redundancy

A sample outline of a test procedure is included in Appendix C -4.2.4. The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry runs of the same test.

This test verifies that the redundant supervisor modules installed will correctly maintain operation in the event of supervisor module failure.  This test will be considered successful if the secondary supervisor module correctly assumes control of network traffic.
4.4.2.3  Ethernet Equipment Power Supply Redundancy

A sample outline of a test procedure is included in Appendix C - -4.2.5The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry runs of the same test.

This test shall verify the proper function of the ITS installed power supply redundancy.  The purpose of this test is to confirm that switch chassis with redundant power supplies will maintain functionality in the event of a single power supply failure.
 4.5

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Special Ethernet User Interface Tests

The purpose of these tests is to validate performance of added-value features offered by Ethernet switches. Features that are not used on a base, need not be tested. 

4.5.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Precedence – If Required

A  sample outline of a test procedure is included in Appendix C-5.1. The contractor shall modify this procedure or develop their own to verify that the requirements are met. The government plans to witness the accomplishment of this test following contractor dry-runs of the same test,
The ITS will utilize end-to-end precedence (ToS/CoS) for IP data when  mission-critical, classified, or VoIP traffic is integrated into the ITS.  The test shall validate that, under conditions of heavy network utilization, end users who are identified by VLANs or port numbers will receive expedited access through all switching equipment from source to destination.  If ATM or SONET protocols are used as the backbone, the high precedence IP traffic needs to have priority in accessing the backbone.  The test should validate that under heavy load, the high priority traffic receives expedited service from end-to-end.

4.5.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT  IEEE 802.3ad Link Aggregation   If Required

The contractor shall develop a procedure (C-5.2) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.

The ITS may utilize IEEE 802.3ad Link Aggregation Control Protocol (LACP) to form Ether Channels between certain ITNs.  This test shall validate that in the event of failure of one of the channels the remaining channels pick up the traffic from the disabled channel.

4.5.3

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Multicast – If Required

A  sample outline of a test procedure is included in Appendix C-5.3. The contractor shall modify this procedure or develop their own to verify that the requirements are met . The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  
Multicast is used by several mission systems and has been the source of poor network performance in the past.  The purpose of this test is to demonstrate that ITS can support IP multicast applications.  The specific test scenario is highly dependent on the network topology, the hardware and software configuration of the installed ITS equipment.  A specific test scenario must be discussed and detailed during the collaborative design by the IPT.  The objective of this test is to demonstrate a robust IP multicast capability with a minimum of time and effort invested in a test.

4.6

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   ATM Connectivity & Throughput

A sample procedure for ATM interconnectivity testing can be found in Appendix C-6. The contractor shall modify this procedure or develop their own to verify the requirements are met. The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.

The purpose of this test is to validate that cell traffic can be carried on the backbone though all the ATM switches without errors. All the OC-3 and OC-12 interconnections between the ATM switches shall be tested for proper continuity and error-free operation for a minimum of 15 minutes.  When testing is conducted on the network after Cutover, it will be performed on a non-interfering basis. The generated traffic used shall be at least a minimum of 50 % and somewhat less than 100% of the link capacity to avoid disruption to existing users during testing. 

4.7

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   ATM Redundancy Feature Tests

The purpose of these tests is to validate the proper recovery of the network under a variety of simulated failure conditions.  A log shall be maintained to record the time of each induced failure.  The log will be used subsequently to validate that all failures are reported and logged into the network management system.

4.7.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Path Redundancy

A sample test procedure can be found in Appendix C-7.1. The contractor shall modify this procedure or develop their own to verify the requirements are met. The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.   

The purpose of this test is to validate that when an existing path is disrupted, the cell traffic is rerouted over an alternative path. In order to minimize the effect of an ATM switch-to-switch fiber or interface failure, each ITN switch has two physical paths to the rest of the ATM backbone.  This allows the ATM backbone to automatically reroute the existing Switched Virtual Circuits (SVCs) if an interface fails, or a fiber is cut.  This capability is a feature of the Private Network-to-Network Interface (PNNI) protocol, standardized by the ATM Forum. 

4.7.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Equipment Redundancy

The contractor shall develop a procedure (C-7.2) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

The purpose of this test is to validate that when a primary module/card  for which there is a secondary standby FAILS, the failure of the primary will cause the ATM switch to regain connectivity using the standby equipment. The contractor shall develop a  procedure for this test. The Government plans to witness the accomplishment of this test.  Examples of modules/cards to be tested are: 

• Redundant ATM Switch Processor  Demonstrate that existing PVCs remain functional and new PVCs utilize the redundant ASP.

• Redundant Power Supply  Turn off one of the load sharing power supplies – load should be picked up by other power supplies without any loss of performance. 
4.8

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Special ATM Non-Native Protocol/Interface Tests

The purpose of these tests is to validate proper operation of non-native protocol/interfaces to ATM. Features that are not used on a base need not be tested  
4.8.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Circuit Emulation/Timing – If Required

A sample test procedure can be found in Appendix C8.1. The contractor shall modify this procedure or develop their own, to verify that requirements are met. The Government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

If Circuit Emulation Services (CES) are implemented at the site, a test must be run to demonstrate the capability of each switch equipped with CES cards to support the service, and that the network Timing can support circuit emulation.  Only one port for each type of service, i.e. T1/E1/T3/E3 etc, needs to be tested  to show that it performs to standards.

4.8.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Redundant LANE LECS/LES/BUS – If Required

A sample test procedure can be found in Appendix C-8.2. The contractor shall modify this procedure or develop their own, to verify that requirements are met. The Government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  
There is one LECS in a LANE domain and one LES/BUS pair for each ELAN within the domain.  If a LES or BUS function fails, users being served by the corresponding ELAN are at risk of being cutoff from the rest of the network.  If the LECS function fails, no new LANE clients will be able to join any ELANs in the domain. 

The LANE 1.0 standard does not provide for any redundant LANE services to address these situations.  However, most vendors today offer their own proprietary schemes for a redundant LECS, as well as redundant LES/BUS services for each ELAN.  Most of these schemes are based on the LANE 2.0 standards or pre-standard configurations.  These features must be tested to verify network resiliency in the face of network component failures.  Testing shall assure not only that the vendor’s implementation works properly, but also that these features are configured properly.

4.8.3

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Redundant Ethernet Path Test – If Required

A sample test procedure can be found in Appendix C-8.3. The contractor shall modify this procedure or develop their own to verify the requirements are met. The Government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

In order to prevent the failure of an ATM Switch Processor from isolating an ITN and its attached EBNs there may be Ethernet connections paralleling the ATM path between ITNs.  This allows the Ethernet traffic between ITNs to continue to be transmitted in the event of ATM switch failure. 

When the Ethernet path is at a higher rate (lower-cost path) than the ATM path, i.e. Gigabit Ethernet and OC-12 ATM, the Ethernet path will be the primary IP traffic path, while the ATM path will carry other types of traffic such as circuit emulated services. In this case, if all lower-cost Ethernet paths fail, the traffic will automatically be rerouted over the ATM path.

4.9

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   SONET Connectivity, Throughput & Provisioning

The purpose of this test is to validate that SONET bandwidth can be provisioned and that traffic can be carried on the backbone though all the SONET Network Elements (NEs) without errors. 

4.9.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Provision SONET Paths at DS-1 and DS-xx

A  sample outline of a test procedure is included in Appendix C-9.1. The contractor shall modify this procedure or develop their own to verify that the requirements are met    The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

A path shall be configured which traverses all SONET rings and subtended rings at the lowest and highest tributary rates being procured.  The path should include at least one loop back to allow the signal to be received at the same SONET NE where injected. . 

AT&T specifications for DS-1 errors are defined as eight Errored Seconds(ES) and no Severely Errored Seconds(SES) in a 15 minute period.  This means there can be up to eight bit errors in a 15 minute period, with no more than 1 bit error in a 1 second period. If there are 2 bit errors or more in a 1 second period, this is a SES and is out of specification.  This test will verify the ability to provision DS-1 circuits and test those circuits with different patterns from a T-1 test set. This test is considered successful when the test data runs within the DS-1 specifications for 15 minutes.
4.9.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Provision SONET Paths for GbE – If Required

The contractor shall develop a procedure (C-9.2) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

In addition to the path provisioned for TDM traffic, a similar path shall be provisioned for GbE traffic if applicable. The path should include at least one cross connect to allow the signal to be received at the same SONET NE where injected. Verify that the loop around the SONET network is providing error-free operation for a minimum of 15 minutes.  Verify that Precedence requirements of the IP traffic are resulting in prioritized access to the ring under network loading.

4.10

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   SONET Redundancy Features

The purpose of these tests is to validate the proper reconfiguration of the network under a variety of simulated failure conditions. The contractor shall develop procedures for these tests.  The government plans to witness these tests. A log shall be maintained to record the time of each induced failure.  The log will be used subsequently to validate that all failures are reported and logged into the SONET Management System. 

4.10.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Path Redundancy

A sample test procedure can be found in Appendix C-10.1. The contractor shall modify this procedure or develop their own to verify the requirements are met.   The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

This test should be run following the tests in  4.9 for TDM and GbE provisioning and throughput.  Disconnect a fiber over an active path between SONET switches and verify that service is restored on a loaded network within the SONET timing constraints. 

4.10.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Matched Node Redundancy – If Multiple Rings

The contractor shall develop a procedure (C-10.1.1) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

This test should be run following the test in  4.9 for TDM and GbE provisioning and throughput.  Disable the SONET NE though which a subtended ring is connected.  Verify that the Matched node for the subtended ring reconfigures network traffic flow within the SONET timing constraints.

4.10.3

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   SONET NE Equipment Redundancy

A  sample outline of a test procedure is included in Appendix C-101.2. The contractor shall modify this procedure or develop their own to verify that the requirements are met ..  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

This test should be run following the test in  4.9 for TDM and GbE provisioning and throughput.  Disable the primary active cards/modules in the SONET NE which have secondary backup cards/modules used to provide the enhanced availability of SONET.  Verify that service is restored within the 50ms plus 10ms for detection  (SONET requirement). Examples of cards/modules to be disabled for failover testing include:

4.10.3.1 v Optical Line Interface Card Redundancy

This test is designed to verify the physical failover of redundant line cards within the SONET NEs.  The failover will occur within 50ms.  The failure will be reported to the NMS.  This test procedure is found in Appendix C –.
4.10.3.2 Cross-connect Card Redundancy

This test is designed to verify the physical failover of redundant XC cards within the SONET NEs.  The failover will occur within 50ms.  The failure will be reported to the NMS.  This test procedure is found in Appendix C – 10.1.3.
4.10.3.3 CPU Card Redundancy (i.e., TCC Card)

This test is designed to verify the physical failover of redundant CPU cards within the SONET NEs.  The failover will induce a minor disruption in communication until the secondary CPU card assumes control.  The failure will be reported to the NMS.  This test procedure is found in Appendix C – Test 28.

4.10.3.4 Timing Modules – If Applicable

This test is designed to verify the physical failover of redundant timing modules within the SONET NEs.  The failover will induce a minor disruption in timing until the secondary timing module assumes control.  The failure will be reported to the NMS.  This test procedure is found in Appendix C - Test 29.

4.10.3.5  Electrical TDM interface cards with (1:N) protection
This test is designed to verify the physical failover of electrical redundant line cards within the SONET NEs.  The failover will occur within 50ms.  The failure will be reported to the NMS.  This test procedure is found in Appendix C – Test 30.

4.10.3.6 Ethernet Interface Cards – if redundant

This test is designed to verify the physical failover of Ethernet redundant line cards within the SONET NEs.  The failover should occur within 50ms.  The failure will be reported to the NMS.  This test procedure is found in Appendix C - Test 31.

4.10.3.7 SONET Equipment Power Supplies

This test shall verify the proper function of the ITS installed power supply redundancy.  The purpose of this test is to confirm that switch chassis with redundant power supplies will maintain functionality in the event of a single power supply failure.  This test shall be considered successful if the switch under test maintains proper operation after the forced failure of a power supply module. The test procedure is located within Appendix C – Test 324.10.4

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Timing Failover Tests

The contractor shall develop a procedure (C-10.4) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

This test will verify the network’s ability to recover from clock failure.  The network will be tested for proper clock selection in the event of either a primary reference timing source failure or a timing reference failure.  Upon failure of a Primary Reference Source (PRS), the synch manager will assume timing responsibility for the failed PRS based on its Stratum 2E and 3E holdover clocks and announce it status in transmitted synchronous status messages (SSM).  Once a primary timing source fails, timing will be derived from the alternate PRS or the sync manager.  Verification of the SONET NE’s ability to reconfigure network clocking based on received SSM’s will be monitored for proper functionality.  A BER test will be performed while the network experiences a clock failure.  A log will be maintained to record the time of each failure.  The log will be used to validate that all failures are recorded and logged into the network management system.  

4.11

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   SONET Management and Provisioning

The contractor shall develop a procedure (C-11) for this test.  The government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  
The purpose of this test is to validate that SONET equipment failures or failures of the FO fibers between SONET NEs are displayed on the network management system. It further validates that the same network management system allows provisioning of SONET traffic for the OC-xx level to DS-1 level. 

4.12

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   NMS Network Discovery Test 
A sample test procedure can be found in Appendix C-12. The contractor shall modify this procedure or develop their own to verify the requirements are met. The network management workstation shall be booted and the network management packages and other required element managers running in an integrated fashion prior to running this test.  The criterion for passing this test is for all manageable network components installed both new and GFE being reused, to be discovered and displayed graphically, with the correct icons supplied by the vendors for each component.  The Government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

4.13

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Network Component Management Test 
A sample test procedure can be found in Appendix C-9. The contractor shall modify this procedure or develop there own to verify the requirements are met. This test shall verify that the individual plug-in packages for each vendor and/or type of network component have been installed correctly and can be used to effectively monitor and manage the components.  Each package must be run once during dry-runs and demonstrated during government witnessed tests.  The criterion for passing this test is the successful demonstration of the access and monitoring of each component in ITS, and configuration of one of each type of component.  The Government plans to witness the accomplishment of this test following contractor dry-runs of the same test.  

This shall verify the following:

1. Proper coordination between the plug-ins and the network management package.

2. Proper installation of the vendor-supplied Management Information Bases (MIBs).

3.  SNMP and TL-1(as required) read and write capability.

Once one of each type of component is demonstrated as being able to be accessed and managed, the remaining components of the same type can be verified by inspection of the online configuration to prove that the MIBs were configured the same as the unit under test.  Otherwise, a subset of the demonstration of the management capability can be used which verifies proper MIB installation.

4.14

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Other Transmission Tests (If Required) 
A sample test procedure can be found in Appendix C-12. The contractor shall modify this procedure or develop there own to verify the requirements are met. If long haul circuits are used, either across base or off base to other installations considered a part of the site, tests need to be performed to show that the expected performance parameters are met on these circuits.  These circuits could be leased, wireless, etc. and a demonstration of them meeting the design parameters is required.  The Government plans to witness the accomplishment of this test if it is required following contractor dry-runs of the same test.  

4.15

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Premises Wiring (If Required) 
The existing premises’ wiring is to be reused and assumed to be in good condition.  If a communications equipment location is moved, the premises wiring may need to be replaced.  This situation is a deviation from the baseline and would require PMO approval.  When new CAT6 premise wiring is installed, it shall be tested, according to TIA/EIA specifications, and verified to meet the CAT6 requirements.  A sample test procedure was not available at the time of the creation of this template and would need to be developed when needed.  If these tests are required, the Government would use a process similar to the Distribution System testing.  The Government reserves the right to witness this testing but would plan to accept the test data upon inspection of the test data.
Section 5

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Test Assets Required (Notes at HWDR, Completed prior to FDA)

This section shall contain a list any test gear required to implement this testing and Cutover plan and who will provide the gear.  This could be contractor provided, Government provided, provided as a part of this project, or leased for execution of this Cutover and test plan.  Table B-4 is an example and is not meant to be all-inclusive, but represent items previously delivered to the Government that provided useful information.
Section 6

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Integrated Detailed Schedule (Notes at HWDR, Completed prior to FDA)

The detailed schedule is included in the TSIP.  The schedule in the TSIP shall provide information, in sufficient detail, to allow the site and Government to plan escorts, coordinate other events, and for the contractor to demonstrate to the Government that they understand the requirements of the system Cutover and test.  It shall, at minimum, show when Cutover, the execution of this test plan shall occur, the approximate duration of events, and the sequence of events.
 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Section 7

 SEQ Level1 \r 0 \h 

 SEQ Level2 \r 0 \h 

 SEQ Level3 \r 0 \h 

 SEQ Level4 \r 0 \h 

 SEQ figure \r 0 \h 

 SEQ table \r 0 \h 
Summary (Notes at HWDR, Completed prior to FDA)

A system test approach has been used to assure that all the CITS design criteria and requirements are tested and met.  This approach led to the identification of several categories of testing required.  Individual tests in each category were identified and described. Sample test procedures have been provided to the extent possible. The contractor shall modify these procedures or develop their own, to verify that requirements are met.  The test  procedures shall contain data sheets to record test results and a signature area for official test witnessing by Government personnel. A final signature page for overall acceptance of the test data is provided at the end of this document.  Final acceptance of the system is separate from the acceptance of the test data.  Government Project Manager determines final acceptance of the system.  When trouble calls are experienced during and after Cutover, the Government and contractor will work together to determine the cause of the trouble.  If the trouble is caused as a result of the contractor’s configuration of the ITS system, the contractor is responsible for repairing the trouble.  If the trouble is shown to not be the result of changes made by the contractor or the trouble relates to systems not under the contractor’s influence, the Government will be responsible for repair.  If the trouble is influenced by the ITS Cutover but requires changes to a system the contractor had not planned to modify, the Program Manager will work with the site and contractor to determine the best repair process.
Appendix A

SEQ Level1\r  0 \h

SEQ Level2 \r  0 \h

SEQ Level3 \r  0 \h

 SEQ Level4 \r 0\h 

SEQ figure \r  0 \h

SEQ table \r  0 \h
Final Test Acceptance (Signed After the Completion and Acceptance of All Individual Tests)
These signatures show that the test portion of the project has been satisfactorily accomplished.  This does not mean that the system is officially accepted by the Government from the contractor.

FORMAL ACCEPTANCE

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix B

SEQ Level1\r  0 \h

SEQ Level2 \r  0 \h

SEQ Level3 \r  0 \h

 SEQ Level4 \r 0\h 

SEQ figure \r  0 \h

SEQ table \r  0 \h
Tables

Table B-1.  Tasks Before Cutover
(Notes at HWDR, Completed prior to FDA)
	
	OPR
	TASK

	1
	Contractor
	Verify the test plan covers all aspects of the design and interoperability with the existing interfaces in the  network.

	2
	Contractor
	Perform all Pre-Installation Tests and record results.

	3
	Contractor
	Before the final connectivity between the ITNs can be accomplished verify that all required 332 actions have been completed.

	4
	Contractor
	Ensure that the fiber optic cable that is going to be used has been tested and that it does not exceed the insertion loss requirement.

	5
	Contractor
	Update the port configuration diagram to show which fiber pairs are going to be used for each circuit.

	6
	Contractor
	Beginning with the ITNs and continuing to the EBNs, install the appropriate plywood backboards, racks, power outlets, and grounds.

	7
	Contractor
	Perform Electrical Tests and Ground Tests.  Record the results.

	8
	Contractor
	Install electronics.  

	9
	Contractor
	Perform portions of testing capable of being done prior to cutover and record the results.

	10
	Contractor
	Ensure physical connectivity between the end equipment between the ITNs exists in the main data network.

	11
	Contractor
	Finish the configuration of the ITN switches i.e. ELAN/VLAN, and LANE services. 

	12
	Contractor
	Install VIP and ATM module in the Cisco 7513 router in building 507.

	13
	Contractor
	Connect the backbone and the Cisco 7513 router in building 507.

	14
	Contractor
	Setup DHCP server for the new network.

	15
	Government
	Complete installation and moving of CAT6 wiring where required.

	16
	Contractor
	Perform preliminary testing i.e. ping, and ftp.

	17
	Contractor
	Configure and connect new equipment in the EBNs. 

	18
	Contractor
	Install VIP and ATM module in the Cisco 7507 router in building 301D.  Configure the Cisco 7507.  


Table B-2.  Recommended Cutover Sequence
(Notes at HWDR, Completed prior to FDA)
	Priority
	Building`
	Priority
	Building

	1
	301D
	31
	453

	2
	507
	32
	497

	3
	404
	33
	523

	.
	458
	34
	557

	.
	501
	35
	593

	N
	542
	36
	598


Table B-3.  Tasks Required During and After Cutover 
and the Completion of Testing
(Notes at HWDR, Completed prior to FDA)
	
	OPR
	TASK

	1
	Contractor


	Cut users over depending on the used VLANs and IP scheme.  Cut the users over in the order listed by building in table 6.3.

	2
	Contractor
	Validate that all element managers and/or network management packages required to manage and configure the network are operational.  

	3
	Contractor/

Government
	Perform test on integrated LANs to verify that all users have access to ITS and the outside world.

	4
	Contractor
	Monitor system performance.  Align as necessary.

	5
	Contractor
	Conduct  system dry-runs of all network tests and record results.

	6
	Contractor
	Conduct all  system tests for government witness.  The recorded results from system dry-run tests shall be made available for the purpose of aiding in the diagnostics of any test failures. 


Table B-4.  Required Test Assets
(Notes at HWDR, Completed prior to FDA)
	Item
	Source
	Status
	Notes

	Network Analyzer
	Contractor
	Purchased
	To be left on sight

	OTDR
	GFE
	Gov Owned
	

	Fireberd
	Contractor
	Leased
	2 weeks for testing

	Light Meter
	Contractor
	Owned
	Returns with contractor

	CAT5 tester
	Contractor
	Owned
	Returns with contractor


Appendix C

SEQ Level1\r  0 \h

SEQ Level2 \r  0 \h

SEQ Level3 \r  0 \h

 SEQ Level4 \r 0\h 

SEQ figure \r  0 \h

SEQ table \r  0 \h
Test Worksheets (Notes at HWDR, Completed prior to FDA)

These appendices shall include a worksheet, suitable for use during the completion of the test, for each test planned.  Each test shall have clear pass/fail criterion.  The following test procedures are provided as examples that represent items previously delivered to the Government that provided useful information.  These tests represent a starting point and the contractor shall modify, enhance, and take full responsibility for the test program.
Appendix C-1 - Quality of Physical Workmanship Test (Notes at HWDR, Completed prior to FDA)

This sample test provides for visual verification of the overall quality of workmanship of the physical installation.  The following areas are to be inspected and verified in each building, and the results recorded in the appropriate tables provided.

Test Results: A data sheet, like the example below, is needed for each building.  These test sheets along with before and after digital photographs, with time and date stamps will be used to access the overall quality of the contractor installation.  The Government will make a spot check visit to  all ITNs, all CEBNs and a subset of EBNs to be selected by the test team (consisting of personnel from the base, contractor and government witness) plus a subset of manholes.  The actual number of locations to be checked will be determined during the collaborative design review.  The actual locations will be selected just prior to making the inspection visits.

ITN XXX

	Test
	Result

	1. Ensure installation of equipment and fiber is in Accordance with the design documents
	 Pass
	 Fail
	 N/A

	2. Proper physical installation of cabinet
	 Pass
	 Fail
	 N/A

	3. Proper installation of A/C and ground wiring
	 Pass
	 Fail
	 N/A

	4. Equipment properly mounted in cabinet
	 Pass
	 Fail
	 N/A

	5. All cables neatly arranged and tie-wrapped
	 Pass
	 Fail
	 N/A

	6. Proper isolation of power cables from copper data cables
	 Pass
	 Fail
	 N/A

	7. Correct installation of all cables entering/exiting cabinet
	 Pass
	 Fail
	 N/A

	8. All data cables properly labeled
	 Pass
	 Fail
	 N/A

	9. Verify that all status lights on the equipment are nominal
	 Pass
	 Fail
	 N/A

	10. If in a manhole, verify the installation is properly supported and a maintenance loop is provided where specified
	 Pass
	 Fail
	 N/A

	Exceptions, Problems Encountered, and Corrective Action Taken:




FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-2 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Distribution System Integrity Test (Notes at HWDR, Completed prior to FDA)

All Distribution system fiber cable installed by the contractor and reused fiber that has been modified or repaired, shall be tested as described in Section 4.2  above.  Test results for each point to point cable shall be recorded on “Fiber Optic Cable Loss Test Data Sheets”, and shall be provided to the Government.

To verify that the pass/fail criteria for this test are met, inspect all cable loss data sheets and OTDR traces to verify the following:

•  the OTDR measured cable length is within 10% of design value

•  the OTDR trace does not show signs of problems due to installation or splicing, and 

•  the attenuation of each fiber does not exceed the “Max Attenuation” derived by calibrated power meter measurement.

If a fiber or group of fibers in a cable fail, explain the likely cause of the failure based on the measurements (failed connectors, broken fibers in cable, or cable with excessive microbending losses).  Describe the remedial action which needs to be taken to correct the deficiency.  For example: abandon the cable, reconnectorize, other.

Test Results:

Electronic copies of OTDR Traces are required as part of the data for this test.

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

A table like the following example is necessary to capture the results of testing on each fiber for each fiber run both multi-mode and single mode
Fiber Optic Cable Loss Test Data Sheet (Multimode)

	Multi-Mode Fiber Optic Test Data

	Cable Type
	Cable Type
	Fiber Count
	Test Date

	Location A
	Location B
	
	Operator Name(s)

	OTDR Calibration

Date
	Power Meter Calibration Date
	OTDR Trace List / File number
	Power Meter File Number

	OTDR indicated cable length ___________________ km.

OTDR measured cable length is within 10% of design value            YES [  ]    NO  [  ]

	Number of Splices:
	Number of Connectors:

	Maximum calculated loss (dB) @ 850nm

(3.75 X length) + (0.3 X splices) + (0.8 X connectors) + 0.5
	Maximum calculated loss (dB) @ 1300nm

(1.5 X length) + (0.3 X splices) + (0.8 X connectors) + 0.5

	
	Measured loss (dB) @ 850 nm
	Measured loss (dB) @ 1300 nm
	Notes

	Fiber #
	A to B
	B to A
	OTDR
	A to B
	B to A
	OTDR
	Pass/ Fail
	What failed

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Fiber Optic Cable Loss Test Data Sheet (Single Mode)

	Single mode Fiber Optic Test Data

	Cable Designation
	Cable Type
	Fiber Count
	Test Date

	Location A
	Location B
	
	Operator Name(s)

	OTDR Calibration

Date
	Power Meter Calibration Date
	OTDR Trace List / File number
	Power Meter File Number

	OTDR indicated cable length ___________________ km.

OTDR measured cable length is within 10% of design value            YES [  ]    NO  [  ]

	 Number of Splices:
	Number of Connectors:

	Maximum calculated loss (dB) @ 1310nm

(0.5 X length) + (0.3 X splices) + (0.8 X connectors) + 0.5
	Maximum calculated loss (dB) @ 1550nm

(0.5 X length) + (0.3 X splices) + (0.8 X connectors) + 0.5

	
	Measured loss (dB) @ 1310 nm
	Measured loss (dB) @ 1550 nm
	Notes

	Fiber #
	A to B
	B to A
	OTDR
	A to B
	B to A
	OTDR
	Pass/ Fail
	What failed

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-3  IP Connectivity, Routing, and Data Transfer Test (Notes at HWDR, Completed prior to FDA)

The following steps will be performed to test IP connectivity, Routing, and Data Transfer Rate Analysis.  Files of approximately 10 MB (Smallapp.exe) and 30 MB (Bigapp.exe) of executable program file data are used, and transferred via FTP in the binary mode.  A representative sample of all the VLANs must be reached from every ITN, critical EBNs and a sample of the remaining EBNs. (Sample sizes are to be determined by the test team prior to start of testing.) The FTP server is connected to the ITN switch located in the server VLAN and the testing Laptop to each End Building Node Ethernet Switch.  InterVLAN Transfer tests are performed by transmitting data between the testing laptop assigned to different VLANs, and the FTP server.

1. An “end-user PC” is attached to an Ethernet switch port assigned to a user VLAN. 

2. A ping is issued from the end-user PC to the FTP server to verify connectivity.

3. An FTP session is created between the end-user PC and the FTP server.  A binary FTP data transfer from the end-user PC to the FTP server is performed via the “put” command.   The minimum acceptable data transfer rate is verified.  The results are recorded in the Test Results section.  The following commands were used:

· Testing Laptop Prompt->  ftp NNN.NNN.NNN.NNN (The IP address of the FTP server)

· Connected to ___.___.___.___

· 220 NMS_Name Microsoft FTP Service (Version 3.0).

· User (___.___.___.___: (none)) anonymous

· Anonymous access allowed, send identity (e-mail) as a password.

· Password:  (a blank password is used/allowed)

· 230 anonymous user access logged in.

· ftp>  bin (set for binary transfer type I.)

· 200 type set to I

· ftp>  put [filename].exe

4. The FTP file transfer performed between the end-user PC and the FTP server verifies that routing and VLAN functionality are configured correctly.  

5. The file size, time of transfer, and data transfer rate are recorded from the results of each transfer.  The file name is changed to coincide with the building tested to avoid overwriting the test file during subsequent file transfers.

NOTE: The end-user PC receives its IP address via DHCP for all VLANs with a DHCP scope configured.  User VLANs without a configured DHCP scope are configured with a manually set IP address, mask and gateway.  All files transfers are conducted with a concurrent 50% load on the Gigabit backbone.

Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-4.1  Ethernet Trunk Path Redundancy Test (Notes at HWDR, Completed prior to FDA)

This test shall demonstrate the proper operation of Ethernet Trunks under test to sustain an applied load and to fail-over to a backup link in the event of link or component failure.

This test shall be considered successful if the redundant links under test operate correctly and assume control of transport of network data.  The transfer of operation should be completed in less than 60 seconds.
· Connect an Agilent Advisor to a user gigabit port in ITN 26.

· Configure the Advisor Gigabit undercradle to transmit data at a 50% load level to a Gigabit attached client.  The Advisors’ specific frame size and inter-frame spacing to configure are 512b and 512ns inter-fram spacing for the 52% load.

· Verify that the local and remote interfaces and links involved are properly receiving the counters, or by inspection of the switch interface counters directly.

· Connect a testing laptop as a valid VLAN client at each ITN under test.  Issue a continuous ping command to a remote switch.  Use the syntax “ping-t-w 1000-l 1024 207.133.170.x.” The –w 1000 switch sets the time-out value of each ping to 1 second to provide timing for the test.  The –l 1024 specifies the frame size to be 1024 bytes to more accurately simulate network traffic.

· Output of the ping command shall be monitored and recorded for each Gigabit Ethernet link disabled.

· This process shall be repeated to test transport over both ITN GigE links in each GigE channel between ITNs.  The tested links should then be successively disabled and the resulting fail-over times recorded into the appropriate data tables.

· All link connectivity will be restored and proper operation verified before proceeding further with testing. 

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-4.2.1 Router Redundancy Test HSRP
This test will verify the proper operation of the HSRP services implemented in the ITS installed equipment will continue to function correctly in the event of primary HSRP Router module failure.  The test shall be considered successful if HSRP services correctly assume control of the disabled interface.

1. Continuous ping commands should be issued from a connected testing laptop to a VLAN Virtual/Primary/Secondary HSRP address group and other routed addresses within the network to be tested.  Set the Ping Command timeout value to 1000ms or 1-second intervals by issuing the command ping –w 1000 (address) –t.
2. A connection to the primary HSRP interface will be made via Telnet.

3. The primary HSRP interface for the VLAN under test should then be disabled on the router.  (This will force the HSRP Secondary router to assume control of the Virtual Address).

4. Monitor and record the output of the continuous pings into the appropriate data tables (see sample below).  At disruption, the ping responses from the Primary address will time-out, pings from the Virtual address should continue after a slight disruption until the Secondary HSRP assumed activity for the Virtual address.

5. The Primary HSRP router interface should then be re-enabled and the output of the continuous pings will be monitored and recorded.  There may be some disruption of normal services when the primary HSRP router re-negotiates control of network data.

6. The status of the Primary HSRP router interface should be verified to be active.

7. Steps 1-6 should be repeated for each HSRP router interface to be tested.

	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix Test 4.2.2 Router Redundancy Test VRRP

This test will verify the proper operation of the redundant routing VRRP services implemented in the ITS installed equipment will continue to function correctly in the event of primary VRRP router module failure.  The test shall be considered successful if VRRP services correctly assume control of the disabled interface.

To Test Redundant Routing Services individually:

1. Continuous ping commands should be issued from a connected testing laptop to a VLAN Virtual VRRP address and other routed addresses within the network to be tested.  Set the Ping Command timeout value to 1000ms or 1-second intervals by issuing the command ping –w 1000 (address) –t.
2. A connection to the primary VRRP interface will be made via Telnet.

3. The primary VRRP interface for the VLAN under test should then be disabled on the router.  (This will force the VRRP Secondary router to assume control of the Virtual Address).

4. Monitor and record the output of the continuous pings into the appropriate data tables.  When the interface is disabled, the ping responses will time-out.  Pings responses should continue after a slight disruption until the secondary VRRP interface assumes activity for the Virtual address.

5. The primary VRRP router interface should then be re-enabled and the output of the continuous pings will be monitored and recorded.  There may be some disruption of ping responses when the primary VRRP router re-negotiates control of network data.

6. The status of the primary VRRP router interface should be verified to be active

7. Steps 1-6 should be repeated for each VRRP router interface to be tested.
Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-4.2.3 Router Redundancy Test SRM and RPR+

This test will verify the proper operation of the redundant routing SRM and RPR+ services implemented in the ITS installed equipment will continue to function correctly in the event of primary router module failure.  The test shall be considered successful if SRM and RPR+ services correctly assume control of the disabled interface.
Test Redundant Routing Services (SRM)

To test the Redundant Routing services on the Client VLAN interfaces the following steps will be performed.  

1. Issue continuous ping commands from a testing laptop to the User VLAN interfaces Virtual/Primary MSFC Management Address/Secondary MSFC Management Address on each ITN.

2. Set the Ping Command timeout value to 1000ms or 1-second intervals by issuing the command ping –w 1000 (address) –t.
3. A connection to the Primary MSFC interface will be made via Telnet.

4. The Primary MSFC should then disabled or restarted.  (This will force the SRM Secondary router to assume control of the switch under test).

5. Monitor and record the output of the continuous pings into the appropriate data tables.  When the interface is disabled, the ping responses will time-out.  Pings from the Virtual address should continue after a small disruption (less than 10 seconds) until the Secondary MSFC interface assumes activity for the Virtual address.

6. The primary SRM router module should then be re-enabled and the output of the continuous pings will be monitored and recorded.  There may be some disruption of ping responses when the primary VRRP router re-negotiates control of network data

7. The status of the Primary MSFC interface should be verified to be active.

8. Steps 1-7 should be repeated for each SRM router module to be tested.

	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-4.2.4 Supervisor Redundancy Test

If the supervisor modules installed have onboard routers, these test steps will also test the installed router modules.

This test verifies that the redundant supervisor modules installed will correctly maintain operation in the event of supervisor module failure.  To test the redundant supervisor modules installed in the appropriate ITN locations, the following steps should be performed.  This test will be considered successful if the secondary supervisor module correctly assumes control of network traffic.  There should only be a slight disruption of normal traffic when this test is performed.

1. Connect a testing laptop to a user port to the switch to be tested.

2. Issue continuous ping commands to the local supervisor management interface and other external management addresses from each ITN.  Set the Ping Command timeout value to 1000ms or 1-second intervals by issuing the command ping –w 1000 (address) –t.
3. Connect to the primary Supervisor module via Telnet.

4. Disable the primary Supervisor module by resetting the active module.

5. Monitor the output of the continuous pings and record in the appropriate data sheet.  Ping responses will time-out when the module is reset.  Pings responses should continue after a slight disruption when the secondary Supervisor module assumes control of the switch under test.

6.  The primary Supervisor module will be restored to operational status and all ping commands will be monitored and recorded.

7. The status of the primary Supervisor module should be verified to be active. 

8. Repeat steps 1-7 for each ITN where redundant supervisor modules are installed.
Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-4.2.5  Ethernet Equipment Power Supply Redundancy Test

This test shall verify the proper function of the ITS installed power supply redundancy.  The purpose of this test is to confirm that switch chassis with redundant power supplies will maintain functionality in the event of a single power supply failure.  This test shall be considered successful if the switch under test maintains proper operation after the forced failure of a power supply module.

· Verify that all redundant power supplies are functional and operational.

· If a switch has more than 2 redundant power supplies, determine how many power supplies are required for normal operation. 

· Disable the primary power supply by switching the unit off.

· Verify that the switch under test maintains proper operation by utilizing the redundant power supply(s).  

· Verify the proper operation of LEDs or other fault indicators, which should indicate that a power supply unit has failed.

· Turn on the primary power supply and verify that it is operational.

· Disable the redundant power supply by switching the unit off.

· Verify that the switch under test maintains proper operation by utilizing the primary power supply.

· Turn on the secondary power supply and verify that it is operational.
	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C –5.1 Precedence: Class of Service (COS)/ Quality of Service (QOS) (Notes at HWDR, Completed prior to FDA)
This test verifies the functionality of the ITS installed network components CoS/QoS configuration parameters.  The purpose of the test is to load the network segment to a level that exceeds the uplink capacity and confirm that prioritized traffic is allowed to flow normally.  This test shall be considered successful if the prioritized traffic receives guaranteed delivery while the lower priority traffic is discarded.  

Class of Service (COS)/ Quality of Service (QOS):

· Apply the appropriate CoS/QoS configuration parameters to the ports under test.  One port will be assigned the highest available CoS/QoS priorities.  Within this port, one particular type of traffic is given guaranteed service level.

· A SmartBits 600 test platform using SmartFlow and SmartWindow applications shall be used to configure and initiate the testing script.  Four ports shall be used in this configuration, three generating traffic and one receiving and/or analysis port.  Three flows of traffic will be transmitted through the network simultaneously, one flow per port with it’s own unique signature placed into the frame.  The three traffic generation ports will be attached in ITN 1005 and the analysis port will be attached to ITN 950 via media converters back to the fourth receiving port on the SmartBits 600 in ITN 1005.

· Initiate the SmartBits 600 test script.  The script will generate the specified traffic levels beginning at 10% and finishing at 100% using 10% increments. 

Observe and record the analysis port statistics.  Inspection of the data table should reveal that the prioritized traffic signature frames successfully traversed the network while non-prioritized traffic is discarded. 

Appendix C –5.2  Etherchannel Link Aggregation Test

The ITS may utilize IEEE 802.3ad Link Aggregation Control Protocol (LACP) to form Ether Channels between certain ITNs.  This test shall validate that in the event of failure of one of the channels the remaining channels pick up the traffic from the disabled channel.

Procedure:

1. Verify by inspection of the configuration the ports included in the etherchannel.

2. Determine which link is processing traffic.

3. From a client PC perform a constant ping to a client in the etherchannel’s distant end.

4. Disable the primary link and monitor pings to ensure traffic flow resumes.

5. Continue disabling links until only one link remains.  Links should be removed with a short pause of one or two minutes between removals.  This will allow the network to stabilize and finish converging before another outage is simulated.

6. This test is successful if traffic flow resumes within fifteen seconds of link removal.

7. Restore the network to its original state.

	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-5.3 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT IP Multicast Test  (If Required) (Notes at HWDR, Completed prior to FDA)

An IP multicast-enabled streaming media server will be the source of the multicast data stream.  Users spread around the network will join an IP multicast group and view the streaming media presentation.  Two different IP multicast sessions will simultaneously be transmitted.  In addition to the multicast traffic, other unicast traffic will be simulated and also simultaneously transmitted on the network.  We will then measure multicast packet loss and unicast packet loss for acceptable performance. The contractor shall modify this procedure or develop their own to verify that requirements are met

1. Determine if the routers can perform both multicast and unicast without dropping packets.

2. Determine if the ATM LANE LES/BUS services can perform packet forwarding of both multicast and unicast traffic without dropping packets.
3. Determine that users can join an IP multicast group.
4. Determine that users can leave an IP multicast group.

5. Determine if the Ethernet switches block multicast traffic to ports not participating in a multicast session.
6. Determine that users on different VLANs can participate in the same multicast group.
7. Determine that users on different ELANs can participate in the same multicast group.

Assumptions:

1. All routers are multicast capable.

2. When conducted after Cutover the multicast routing protocol utilized by the base prior to ITS installation will be used. If tested at the contractors facility implement Protocol Independent Multicast Sparse Mode (PIMSM).

3.
All Ethernet switches support Internet Group Management Protocol (IGMP) and implement some type of IGMP snooping and pruning.

	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


Appendix C-6  - OC-3/OC-12 ATM Interconnectivity Test (Notes at HWDR, Completed prior to FDA)

An ATM analyzer configured to generate and monitor cells for a user-defined PVC should be connected to an OC-3 port on the ATM switch in Building X.  The ATM switches should then be configured to pass cells using the PVC from switch to switch until each OC-3 inter-switch fiber has been used once and only once, and the cells are returned back to the ATM analyzer.  Similarly, an ATM analyzer configured to generate and monitor cells for a user-defined PVC should be connected to an OC-12 port on the ATM switch in Building Y.  The ATM switches should then be configured to pass cells using the PVC from switch to switch until each OC-12 inter-switch fiber has been used once and only once, and the cells are returned back to the ATM analyzer.  The criterion for passing this test is 15 minutes of error-free data transfer over the OC-3 and OC-12 interfaces. The generated traffic used for testing will be limited to 50% of network capacity to avoid disruption of existing users during testing.

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-7.1 - Redundant ATM Path Test (Notes at HWDR, Completed prior to FDA)

Connect an ATM traffic source to the ATM switch at an ITN and set it up to generate traffic to be received at an adjacent ITN. (This may require disabling higher rate Ethernet paths from the switch.) Ensure that traffic is being received at the adjacent ATM switch.  The fiber pair between the ATM switches should then be disconnected. If SVC routing occurs properly, there will be a pause (possibly several seconds) in the communication of the ATM traffic until the ATM switches set up a new SVC path. If there is no pause, which indicates the longer path was being used when the test was set up, reconnect the fiber between the two switches and then disconnect the fiber to the longer path to insure that the link in use has been disconnected. The criterion for this test is for successful reconnection within 15 seconds of the fiber failure.

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix c 7.2 Redundant ATM Switch Processor

The purpose of this test is to validate that when a primary module/card  for which there is a secondary standby FAILS, the failure of the primary will cause the ATM switch to regain connectivity using the standby equipment   Redundant ATM Switch Processor will demonstrate that existing PVCs remain functional and new PVCs utilize the redundant ASP.

Procedure:

1. Document the number of existing PVCs on the primary ATM switch processor.

2. Establish a continuous ping from an adjacent client to a client on the distant end.

3. Disable the primary switch processor.

4. Monitor the continuous pings to determine the length of the outage.

5. Verify that all the PVCs documented in step 1 are operational after the secondary processor takes over primary duties.

This test is successful if all the PVCs are in included in the new configuration and ping traffic is restored.

Test Results:
	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix  C-7.3 ATM Equipment Redundant Power Supply Test

This test will verify that an ATM switch will continue to operate normally with the minimum number of power supplies required.  Many ATM switches only have two power supplies, however some switches have more than two power supplies.  

Procedure:

1. Verify  that all power supplies are operational.

2. If a switch has more than two power supplies determine how many power supplies are required for normal operations.

3. Turn off power supplies one at a time and verify that normal operations continue.  Verify the proper operation of LEDs or other indicator that show a power supply is not operating.  Allow the power supply and all its components to shut off completely.

4. After a short pause turn on the power supply and repeat the steps above for the remaining power supplies.

This test is successful if the minimum number of power supplies allows normal operation of the switch.  All the possible combinations of power supplies must be tested and allow normal operation.
Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-8.1 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Circuit Emulation and Timing Test (If Implemented) (Notes at HWDR, Completed prior to FDA)

This test will verify that T1 Circuit Emulation Services (CES) can create point-to-point T1 circuits across the network and the timing system is operating properly.

1. Configure CES equipped ATM switches at two ITN locations to emulate a full T1 across the network.

· Configure the  BER Test set or equivalent test equipment to generate a full T1 signal.  

· Connect the T1 interface on the BER test set to  the CES port on the local ATM switch and install a loopback plug on the distant ATM CES port.

· Configure the BER test set  to monitor the Bit Error Rate (BER) on the T1 line.

2. Verify that carrier is detected by the BER test set, and that data is being sent and received.  Continue test for one hour and verify that BER is no greater than 1.0 E-06.

3. Disable the primary timing source and monitor the system to assure the secondary timing source takes over. Continue to monitor the Bit Error Rate for at least fifteen minutes and verify that there is no degradation of circuit quality.

  Repeat steps 1 through 2 for all CES enabled switches.
	Test Results:

 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


Appendix C-8.2 - Redundant LANE LECS/LES/BUS Test (Notes at HWDR, Completed prior to FDA)
To test the redundant LECS feature:

1. Verify Primary LECS is operational using ATM analyzer, identifying the port being used for transport.

2. Disconnect all fiber connections to the network component running the primary LECS, or otherwise disable the primary LECS function.

3. Reboot an ATM-attached frame switch to assure that all its LANE clients (LECs) attempt to communicate with the LECS to join their respective ELANs.

4. Verify Secondary LECS is operational using ATM analyzer identifying port being used for transport.

5. From any edge device gaining access to the backbone via the rebooted frame switch (i.e. a PC, NMS, etc.); verify that devices in other buildings can be “pinged”.  This shall prove that the rebooted frame switch used a secondary LECS to join an ELAN.

6. Reconnect any disconnected fibers, or enable the primary LECS.

To test the redundant LES/BUS feature:

1. From the NMS, verify that the management IP address of a frame switch in another building can be “pinged”.

2. Disconnect all fiber connections to the network component running the primary LES/BUS pair for the management ELAN, or otherwise disable the primary LES/BUS functions for that ELAN.

3. Again verify that the management IP address of a frame switch in another building can be pinged.  This shall prove that a secondary LES/BUS is now active for the management ELAN.

4. Reconnect any disconnected fibers, or enable the primary LES/BUS functions for the management ELAN.

5. By inspection of configuration data on the system, show that the configurations of the LES/BUS services are the same on all switches.

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-8.3 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Redundant Path Test (if required) (Notes at HWDR, Completed prior to FDA)

CASE 1: ATM bandwidth exceeds Ethernet Bandwidth:

To perform this test, a continuous ping should be initiated between two end-users in the same VLAN accessing the backbone from different frame switches that access the backbone via adjacent ATM switches. Using adjacent switches guarantees that the direct link between those switches shall be used for the pings, as long as the users are on the same VLAN (avoiding the involvement of a router, which could affect the data path taken).  During the ping session, the ATM switch should be disabled (a "failure").  The Frame switch should automatically reroute traffic over the Ethernet link between ITNs. The criterion for passing this test is for successful pings to resume within 15 seconds of the switch "failure".

Case 2: Ethernet bandwidth exceeds ATM Bandwidth:

To perform this test, a continuous ping should be initiated between two end-users in the same VLAN accessing the backbone from different frame switches that also access the ATM backbone via adjacent ATM switches.  During the ping session, all lower-cost Ethernet ports should be disconnected forcing traffic to flow over the ATM path. The criterion for passing this test is for successful pings to resume within 15 seconds of the path "failure".

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


Appendix C- 9.1
DS-1 Circuit Provisioning and Test  (Notes at HWDR, Completed prior to FDA)

Provision three point-to-point, bi-directional, Automatically Routed DS-1 circuits over the UPSR protected path.
· a)  ITN501 to ITN129

· b)  ITN501 to ITN169

· c)  ITN169 to ITN501

1. Configure a cross connect between circuits “a” and “b” at ITN 169.

2. At ITN 501, temporarily connect a DS-1 test set to the appropriate pins on the AMP Champ Electrical Interface Assembly.  This will be used for the DS-1 circuits that are provisioned from ITN 501 to ITN 129 and ITN 501 to ITN501 through ITN 169 cross connect.

3. On the receive ports at ITN 129 and ITN 501, temporarily place loop back jumpers on the appropriate pins on the AMP Champ Electrical Interface Assembly for DS-1 circuits.

4. Using the DS-1 test set in ITN 501; verify the test runs within T-1 specifications on the DS-1s, first to ITN 129, and then to ITN 501 via ITN 169.

5.    Add test circuits and delete them as necessary to demonstrate provisioning functionality.

DS-1 Test Patterns to be used:

· 3 in 23 (B8ZS)

· QRSS

Test Results:

	DS-1 Circuit Provisioning Test
	 Pass       Fail


Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:
	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


10.1 SONET UPSR/BLSR Path Redundancy (Notes at HWDR, Completed prior to FDA)

1. With the same setup as in Test-22, have a DS-1 test set running, break the UPSR/BLSR ring by pulling out the fiber optic connection on one of the OC-n cards.

2. Verify DS-1 circuit fails over to the protected path, reports the alarm to the NMS and resumes to run within T-1 specifications

3. Reconnect the fiber optic cable and verify the UPSR/BLSR ring reverts to normal operation.

4. Verify alarm notifications were sent to the SONET management station.

5. Verify that the circuit recovered within 50ms.
Test Results:
SONET UPSR/BLSR Path Redundancy Test
	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


10.1.1 Matched Node Redundancy – Multiple Rings

Provision a DS-n circuit across the OC-n rings from ITN xxx to ITN xxx to allow the DS-n circuit to transverse from the primary UPSR/BLSR ring to the subtended UPSR/BLSR ring and back to the point of origin via a terminal loopback located in ITN xxx.

1. Connect the test equipment to the DS-n card located in ITN xxx

2. Induce a failure between the primary east ring and the secondary west ring by disconnecting the fiber from the primary path

3. Verify DS-1 circuit fails over to the protected path, reports the alarm to the NMS and resumes to run within T-1 specifications

4. Reconnect the fiber optic cable and verify the UPSR/BLSR rings revert to normal operation.

5. Verify alarm notifications were reported to the SONET management station.

6. Verify that the circuit recovered within 50ms.
Test Results:
SONET Ring Fail-Over Test
	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


10.1.2 SONET NE Equipment Redundancy

This test should be run following the test in 4.9 for TDM and GbE provisioning and throughput.  Verification of operation will be provided, by disabling the primary active card/module to pass control to the secondary optical line interface card/module.  Verify that service is restored within the 50ms and alarm conditions are reported to the SONET network management station.

1.
Disable a SONET OC-n ring interface card to simulate a failure.

2.
Verify the network recovers within 50 ms using an alternate path based on UPSR/BLSR recovery.

3.
Verify alarm notifications were sent to the network management system.

4.
Verify alarm notifications clear when primary control resumes

10.1.3 Cross Connect Cards
This test should be run following the test in 4.9 for TDM and GbE provisioning and throughput.  Verification of operation will be provided, by disabling the primary active XC card/module to pass control to the secondary XC card/module.  Verify that service is restored within the 50ms and alarm conditions are reported to the SONET network management station.

1. Disable a SONET XC card to simulate a failure.

2. Verify the network recovers within 50 ms using an alternate path based on UPSR/BLSR recovery.

3. Verify alarm notifications were sent to the network management system.

4. Verify alarm notifications clear when primary control resumes

10.1.4 CPU Cards

This test should be run following the test in 4.9 for TDM and GbE provisioning and throughput.  Verification of operation will be provided, by disabling the primary active CPU card/module to pass control to the secondary CPU card/module.  Verify that communication or operation has not been effected.

1.
Disable a SONET CPU card to simulate a failure.

2.
Verify the network operation or communication is unaffected.

3.
Verify alarm notifications were sent to the network management system.

4.
Verify alarm notifications clear when primary control resumes
10.1.5 Timing Modules

This test should be run following the test in 4.9 for TDM and GbE provisioning and throughput.  Verification of operation will be provided, by disabling the primary active timing card/module to pass control to the secondary timing card/module.  Verify that the primary timing source has been unaffected.

1.
Disable a SONET timing card to simulate a failure.

2.
Verify network operation is unaffected.

3.
Verify alarm notifications were sent to the network management system.

4.
Verify alarm notifications clear when primary control resumes.
10.1.6 Electrical TDM Interface Cards with (1:N) Protection

Electrical line card redundancy will be verified by provisioning an Electrical DS-1 from ITN xxx to ITN xxx and by inducing a failure to measure the protection switching time.  The failover to the protect card should occur within 50ms and reported promptly to the NMS.

1.
Connect an electrical test set to the DS-n card at ITN xxx

2.
Disconnect the fiber at ITN xxx

3.
Verify the 1:N protection switch occurred within 50ms and operation is unaffected

4.
Verify the alarm condition is reported to the NMS

5.
Restore the original configuration and verify the alarm condition clears

6.
Verify the protect card reverts to standby mode
10.1.7 Ethernet Interface Card Redundancy

Ethernet line card redundancy will be verified by provisioning an Ethernet path from ITN xxx to ITN xxx and by inducing a failure to measure the protection switching time.  The failover to the protect card should occur within 50ms and reported promptly to the NMS.

1. Connect an Ethernet test set to the Ethernet card at ITN xxx

2. Generate a 50% traffic load across the SONET network via the provisioned path.

3. Disconnect the fiber at ITN xxx

4. Verify operation is restored in 50 ms

5. Verify the alarm condition is reported to the NMS

6. Restore the original configuration and verify the alarm condition clears
10.1.8 SONET Equipment Power Supplies
This test shall verify the proper function of the ITS installed power supply redundancy.  The purpose of this test is to confirm that switch chassis with redundant power supplies will maintain functionality in the event of a single power supply failure.  This test shall be considered successful if the switch under test maintains proper operation after the forced failure of a power supply module.

1. Verify that all redundant power supplies are functional and operational.

2. If a switch has more than 2 redundant power supplies, determine how many power supplies are required for normal operation. 

3. Disable the primary power supply by switching the unit off.

4. Verify that the switch under test maintains proper operation by utilizing the redundant power supply(s).  

5. Verify the proper operation of LED’s or other fault indicators, which should indicate that a power supply unit has failed.

6. Turn on the primary power supply and verify that it is operational.

7. Disable the redundant power supply by switching the unit off.

8. Verify that the switch under test maintains proper operation by utilizing the primary power supply.

9. Turn on the secondary power supply and verify that it is operational.
Test Results:

	Redundant Optical Line Card Test
	 Pass       Fail

	Redundant Cross Connect Test
	 Pass       Fail

	Redundant CPU Test
	 Pass       Fail

	Redundant Timing Module Test
	 Pass       Fail

	Redundant Electrical TDM Interface Card Test
	 Pass       Fail

	Redundant Ethernet Interface Card Test 
	 Pass       Fail

	Redundant SONET Equipment Power Supplies 
	 Pass       Fail

	Alarm generated to network management system
	 Pass       Fail

	Recovery within 50 ms
	 Pass       Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


10.1.9 Timing Failover Test
This test is designed to verify the operation of the Stratum 1 Timing source, and the proper failover in the event of the loss of the primary clock synchronization.

The SONET network timing will use SSM to control clock sources.  SSM is an ANTI/Telcordia and ITU-T standard that dictates messaging between clock sources and SONET nodes to indicate and act upon clock source health.  These messages are passed to all SONET nodes using byte S1 of the line overhead.  Each node will read the message and respond by switching clock sources if configured to do so.  SSM messages are defined below:

	Generation 2

	PRS
	1
	Primary Reference Source - Stratum 1

	STU
	2
	Sync traceability unknown

	ST2
	3
	Stratum 2

	TNC
	4
	Transit node clock

	ST3E
	5
	Stratum 3E

	ST3
	6
	Stratum 3

	SMC
	7
	SONET minimum clock

	ST4
	8
	Stratum 4

	DUS
	9
	Do not use for timing synchronization

	RES
	 
	Reserved; quality level set by user


1.
Disconnect the primary Stratum 1 timing source 

2.
Verify timing status messages report the primary timing source failure to the NMS

3.
Disconnect the secondary timing source

4.
Verify timing status messages report the secondary timing source failure to the NMS

5.
Verify the NE internal Stratum 3 clock sustains network operation and the condition is reported to  the NMS

6.
Restore original timing configuration and verify all alarm conditions clear
Test Results:
	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


10.1.10 SONET Management and Provisioning
This test will verify that all SONET network elements are discovered and graphically displayed within the SONET NMS.  Provisioning will be performed on each type of SONET device to verify device management.  All alarms, severity, and conditions will be reported to the SONET NMS and cleared when the condition has been resolved.

Perform the following steps from the SONET NMS.

1.
Use network vendor management applications to display a graphical representation of the devices.  

2.
Use network vendor management applications to stand up a circuit for provisioning verification

3.
Repeat for each type of device.

4.
If you can show that each device of a given type can be accessed and that at least one of each of these device types can be provisioned and alarms, severity levels, and conditions are being reported properly, this test has passed.
Test Results:

	Device 1

 Pass
	 Fail


Device 2

	 Pass
	 Fail


Device 3

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:
	General Dynamics Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC/NI Approval: 
	__________________________
	Date: ____________


Appendix C-11 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT NMS Network Discovery Test (Notes at HWDR, Completed prior to FDA)

The criterion for passing this test is for all  manageable network components installed be discovered and displayed graphically, with the correct icons supplied by the vendors for each component. Using the Network map display function ensure that all ITS network equipment is displayed with the proper icons and that the map is logically correct.

 During testing, monitor  the Network map display to ensure that any change in status of equipment is reported and the Status graphically displayed on the Network map. Delete at least one of each equipment type from the Network map display and ensure that it can be rediscovered. 

	Test Results:

 Pass
	 Fail (3.)

	 Pass
	 Fail (4.)


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-12 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Network Component Management Test (Notes at HWDR, Completed prior to FDA)

This test shall verify that the individual plug-in packages for each vendor and/or type of network component have been installed correctly and can be used to effectively monitor and manage the components. The test shall also verify that MIB data has been properly installed.  Each package shall be run once and demonstrated.  The criterion for passing this test is the successful demonstration of the access, monitoring, and configuration of one of each type of component.

1. Perform the following steps from  the Network management system. Use Network vendor plug-in application to display the front panel view of the devices.  Verify that the front panel view matches the current state of the actual device.  Add and delete one trap destination to demonstrate read/write capability for each device.

2. Use UPS vendor plug-in to graphically manage the UPS in Building X.  Add and delete one trap destination to demonstrate read/write capability.

3. Repeat for each type of device.

4. Repeat access, but not management, for each device of each type.

5. If you can show that each device of a given type can be accessed and that at least one of each of these device types can be managed, this test has passed and proved that the correct MIB have been added to each manageable device.

Test Results: 

	Device 1
	 Pass
	 Fail

	Device 2
	 Pass
	 Fail

	Device 3
	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:
FORMAL ACCEPTANCE:

	Contractor Approval: 
	_________________________
	Date: ____________

	Site Approval:
	_________________________
	Date: ____________

	ESC/DIG Approval: 
	_________________________
	Date: ____________


Appendix C-13 -  seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Other Transmission Tests (If Required) (Notes at HWDR, Completed prior to FDA)

The contractor is to develop a test to demonstrate the performance of a leased circuit interconnection between Building X and Building Y over a telecommunications vendors fiber.   In the case of ATM, the link shall be tested for proper continuity using a single PVC/PVP (Permanent Virtual Circuit/Permanent Virtual Path) test.  An ATM analyzer configured to generate and monitor cells for a defined PVP/PVC shall be connected to the multi-mode fiber end of the connection in building Y.  The link connection in Building X, shall be removed from the ATM switch and looped-back via a simplex multi-mode fiber.  The criterion for passing this test is 15 minutes of error-free data transfer at 50% of

 the full link rate.  Detailed testing procedures shall be developed with telecommunications vendor during equipment staging and configuration.

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE

	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


Appendix C-14 - seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT  Premises Wiring (If required) (Notes at HWDR, Completed prior to FDA) 

The contractor is to develop a test to demonstrate the performance of new premises wiring to verify that requirements are met.  The wiring shall be tested to demonstrate a minimum of Fast Ethernet capability.

Test Results:

	 Pass
	 Fail


Exceptions, Problems Encountered, and Corrective Action Taken:

FORMAL ACCEPTANCE

	Contractor Approval: 
	__________________________
	Date: ____________

	Site Approval: 
	__________________________
	Date: ____________

	ESC-DIGC Approval:
	__________________________
	Date: ____________


Glossary
ABW
Air Base Wing

ATM
Asynchronous Transfer Mode

BUS
Broadcast and Unknown Server (a LANE function)

CITS
Combat Information Transport System

EIG
Engineering Installation Group (a USAF organization)

ELAN
Emulated LAN (a LANCE technology term)

FE
Fast Ethernet

FTP
File Transfer Protocol

GFE
Government Furnished Equipment

IP
Internet Protocol

ITN
Information Transfer Node

KBps
Kilobytes per second

LAN
Local Area Network

LANE
LAN Emulation

LEC
LAN Emulation Client

LECS
LAN Emulation Configuration Server

LES
LAN Emulation Server

Mbps
Megabits per second

MIP
Management Information Base (a SNMP term)

NMS
Network Management System

OSP
Outside Plant

OTDR
Optical Time Domain Reflectometer

PC
Personal Computer

SNMP
Simple Network Management Protocol

STEM
System Telecommunications Engineering Manager

TP
Test Pan

VLAN     
Virtual LAN
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