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1.0 Introduction

1.1 Overview

“No one capability is transformational… It is the integration of all capabilities that elevates operational effectiveness to new heights.” (General Jumper)

The Air Force Enterprise Data Warehouse (EDW) is a transformation capability designed to bring together the full spectrum of Air Force combat support data and information required by the Warfighter.  In this context, the term Warfighter ranges from commander to logistician and includes every member of the Air Force Enterprise who needs readily accessible combat support information to perform analyses and make decisions in support of the Air Force mission.  Gathering and storing enterprise-wide data in a secure, reliable and consistent manner, the EDW, through the AF Portal, will enable modern decision-support tools to quickly provide clear and accurate decision-making information. This endeavor will significantly enhance the Air Force’s ability to improve areas such as asset visibility, weapon system management, reach-back supply operations, contingency planning, and combat operations.  The long-term vision is for the EDW to encompass data from all 22 Combat Support functions, which include Acquisition, Chaplain Service, Civil Engineering, Communications and Information, Comptroller, Contracting, Health Services, Legal, Logistics Plans, Maintenance, Materiel Management, Munitions, Office of Special Investigations, Personnel, Public Affairs, Quality and Manpower, Safety, Security Forces, Services, Space Support Teams, Supply, and Transportation.  The EDW will provide commanders and war fighters the information needed to look beyond data to verify suspected trends and seek out unknown ones before they restrict combat capability. The EDW can eliminate much of the decision uncertainty associated with the current closed, rigid, and compartmentalized combat support data systems. The near-term vision is to provide cross-functional capability and enable Decision Dominance for the Air Force logistics community including maintenance, supply, and transportation.

1.2 Scope

This document describes how the EDW operates today and will operate in the future.  By design, the level of technical detail presented in this CONOPS is limited to that which is necessary to provide a general understanding of EDW’s operational concept.  Additional technical details are more appropriately provided in the EDW technical documents (Software Requirements Specifications, Implementation Plans, etc.) that are created to develop and implement the EDW incremental capabilities conceptually presented in this CONOPS.  The EDW is in the early stages of meeting the goals and objectives articulated by Air Force senior leadership. Therefore this CONOPS is intended to be a living document, capturing the evolving environment, as the EDW becomes incremental reality. 

1.3 Background

Senior logistics executives seeking to improve decision-support tools looked to the commercial sector for contemporary ideas and proven technology.   Recognizing that commercial wholesale and retail businesses were closely aligned with one of the Air Force’s major logistics functions, they chose to contact Wal*Mart, one of the most successful retail business chains in the world.   While visiting the Wal*Mart U.S. information center, they were briefed on Wal*Mart’s Enterprise Data Warehouse, and how the warehouse had contributed to the company’s success.   

Upon completion of the Wal*Mart visit, senior logisticians initiated an effort to deploy data warehousing technology within the Air Force.  They began with a pilot project using a subset of data from the Reliability and Maintainability Information System (REMIS) and an available, government-owned NCR Teradata platform.

The EDW is now a Proof-of-Concept Project, whose purpose is to establish the worthiness of and business case for an Air Force Combat Support Enterprise Data Warehouse.
 The EDW provides an easy-to-use, web-based user interface accessible from the AF Portal. It provides authorized users the capability to create, edit, and run ad hoc queries. It also provides the capability to save queries and share them with other authorized users. Access to the EDW is controlled through a request and approval process (see Section 5.2 for a description of that process). The warehouse presently contains up to 20 years of aircraft maintenance, status, inventory, utilization, configuration information, mission capability (MICAP) and backorder data on supply items needed for critical maintenance actions.  In development is catalog, MSD Financial, and detail supply for RSS (retail supply).  This enhancement further enables cross-functional capability for the EDW. 

1.4 Business Value 

The value of a data warehouse is in its ability to quickly support often-critical cross-functional business decisions and to portray the underlying detail. The EDW will significantly enhance the Air Force’s ability to improve combat operations support in areas such as asset visibility, weapon system management, reach-back supply operations, and contingency planning.  

Today, the Warfighter faces several challenges performing his/her decision-support role.  Chief among them is lengthy cycle time to acquire proper analytical data while the increasing number of military engagements world-wide is driving shorter decision cycle times.  Vital information resides at multiple locations, in multiple formats, with no consistent method of access or manipulation. The user not only must know how to do his/her job function, but also must gain some measure of expertise in acquiring the data and re-formatting it. Requests for large amounts of data or for complex queries requiring large amounts of data to be processed not only adversely impact the performance of the source system but can also take considerable time to accomplish.  As a result, some individuals (usually true analysts) create their own stores of duplicated data complete with tools that acquire and re-format the data, and create reports. These individual stores of data are, of course, quickly outdated.

The above-described facts result in a significant requirement among information consumers for a decision-support environment containing consistently current, accurate data, and data-manipulation tools that are reasonably easy-to-use and have functionality that fits their decision-support requirements.  The decision maker needs tools that provide rapid data access and the capability to perform multi-dimensional analysis and data mining to determine the best course of corrective or preventive action in the least amount of time.  

The EDW Program Management Office will continually strive to provide the information and the research functionality required to determine the best course of action based on the data available.  The EDW data capture process will obtain the required data at its lowest detail level and load it into the warehouse, providing a discrete environment for decision-support queries.  The EDW’s massively parallel processing environment is specifically suited to handling large amounts of data and memory-intensive On-line Analytical Processing (OLAP). The EDW environment is distinctly different from transaction processing environments.  The EDW analytical tools will provide the specialized functionality – reporting, on-line analysis, drill-down, data mining and complex ad hoc queries – required for decision-support.  In short, the EDW processes large amounts of data to provide concise answers via a web-based interface utilizing the Air Force Portal.  All these features of EDW will streamline the research process, simplify the task of analyzing the data and developing useful decision-supporting information, and provide greater breadth and depth of combat support information.

The EDW will not replace systems/subsystems/components that perform transaction or operational reporting.  Operational reporting is defined as data retrieval and directed queries integral to workflow performance, such as data entry or immediate status/validation such as transaction posting.  The EDW will provide operational analysis.  Operational analysis is defined as performance, status, and management reporting and research within or across functional areas at the required frequency (near-real-time, daily, weekly, or monthly).

1.5 Document Organization

A short synopsis of the document follows.

Section 1.0 Introduction presents general overview information about the Air Force Enterprise Data Warehouse project.

Section 2.0 Vision/Mission/Goals and Objectives presents the vision and mission statement of EDW.  The mission is translated into specific objectives and those goals, in turn, are related to specific Department of Defense (DoD), United States Air Force (USAF), and Air Force Materiel Command (AFMC) vision and goals.  The overall EDW strategy is presented in three states or phases: 1) the “As Is” phase that details the current structure of the EDW, 2) the “Transitional” phase that explains the interim structure through which the EDW will move, and 3) the “End State” that describes the ultimate structure of the EDW.

Section 3.0 Stakeholders and Customers presents a breakdown of the customer communities that can leverage the cross-functional capabilities that EDW delivers.  This section first lists the communities that are currently taking advantage of EDW, and that list is followed by a short description of the customer communities that could use a more fully developed EDW in the future.

Section 4.0 End-User Capability focuses first on the current capabilities of EDW.  The section ends with a discussion of the cross-functional capabilities that will be added in the “End State” of EDW.

Section 5.0 End-User Support describes how EDW users will receive support when they require assistance in logging-in or conducting queries.  Also, if a user should experience any technical trouble in using the EDW, this section explains how the user’s Problem Report will be resolved.  This section also informs new users how to acquire a new EDW account, and how those accounts are annually reconciled.

Section 6.0 Architecture presents three distinct architectural views of the EDW: 1) the operational view, 2) the systems view, and 3) the technical view.  The operational view describes the tasks and activities, the operational nodes, and the information flows between nodes that are required to accomplish or support an operation.  The operational view describes the nature of information exchanges in detail sufficient to determine the specific degree of information-exchange interoperability required.  This view briefly describes the operational processes that support the EDW.  The systems view translates the required degree of interoperability into a set of system capabilities needed, identifies current systems that are used in support of the operational requirements (or postulated systems that could be used), and facilitates the comparison of current/postulated system implementations with the needed capabilities.  Both the internal and global components of the system, including the AF Portal connection, are explained.  The technical view articulates the overarching standards and criteria that govern the implementation of required system capabilities. 

Section 7.0 Business Processes describes the key business processes performed by the EDW PMO including Program Management, Financial Management, Configuration Management, Requirements Management, Incremental Development, Functional and Data Analysis, Design and Implementation, Sustainment and Support, Quality Assurance, and Risk Management.  

Section 8.0 Acquisition Strategy/Plan briefly describes the acquisition approach planned to execute the multiple phases of EDW.

Four appendices appear at the end to assist the reader’s understanding.  Appendix A presents the definition of specific decision-support terms.  Appendix B gives detailed definitions of EDW components.  Appendix C lists frequently used acronyms that appear in this document.  Appendix D provides answers to frequently asked questions by the operational users of the EDW.

Vision/Mission/Goals and Objectives

1.6 Vision

The long-range vision of the EDW is to provide Air Force Warfighters with the accurate, timely, trusted, and secure combat support information needed to assist in rapidly accomplishing the Air Force Mission.
1.7 Mission

The mission of the Enterprise Data Warehouse is to establish a user-friendly, flexible, and high performance decision-support environment for Air Force Warfighters. The EDW will provide an integrated, cross-functional data warehouse and standards-based mechanisms for efficient data access by modern decision-support tools. The EDW began with logistics data and will eventually include data from all twenty-two Combat Support domains. The Air Staff established the below-described goals and objectives for the EDW.

1.8 Goals and Objectives

The following are the main goals and objectives of the EDW program:

1. Provide single, seamless source for combat support analytical and historical information.

a. Build an automated infrastructure to capture enterprise, combat support data in a 

timely manner.

b. Design, implement, and sustain an infrastructure to access historical information.

c. Build these capabilities within the Global Combat Support System – Air Force 

(GCSS-AF) framework.

d. Capture cross-functional, lowest-level detail information.

e. Use a scalable, high-performance platform to host the data warehouse.

2. Provide state-of-the-art, decision-support capability. 

a. Provide the capability to perform reporting, ad hoc queries, multi-dimensional analyses, drill-down, and data mining.

b. Integrate decision-support analysis tools with the AF Portal.

c. Provide the capability to disseminate analysis results using the AF Portal.

3.
Provide the capability to minimize decision-support processing workload on operational transaction-processing systems
Ties to DoD, USAF and AFMC Goals and Objectives   

The EDW directly supports many of the logistics goals and objectives of DoD, USAF and AFMC as enumerated below. 

1. Provide single seamless source for combat support analytical and historical information.

DoD Joint Vision 2020: Operational Concepts/Focused Logistics

USAF Vision 2020: Core Competencies/Agile Combat support

DoD Logistics Strategic Plan: Objectives/Re-engineer and modernize applicable logistics processes and systems

A Vision for AF Logistics: Attributes/Command and Control/End-to-end Perspective 

Installations and Logistics Information Systems Planning Guidance: Integrated information system to better support the Warfighter

AFMC Strategic Plan: Enabling Tasks/Business Practices

Air Force Logistics Information System Program Office Data Architecture: Common data architecture

HQ USAF/IL: Logistics Information Systems Policy on Databases (Orr letter)

SECAF (April 2002): Air Force remains focused on transformation
2. Provide state-of-the-art decision-support capability.

DoD Joint Vision 2020: Operational Concepts/Focused Logistics

USAF Vision 2020: Core Competencies/Agile Combat support

DoD Logistics Strategic Plan: Objectives/Re-engineer and modernize applicable logistics processes and systems

A Vision for AF Logistics: Attributes/Flexibility

AFMC Strategic Plan: Enabling Tasks/Business Practices 

Air Force Logistics Information System Program Office Data Architecture: Common data architecture

3. Minimize the adverse impact of decision-support on systems processing transactions.

DoD Logistics Strategic Plan: Objectives/Re-engineer and modernize applicable logistics processes and systems

A Vision for AF Logistics: Attributes/Flexibility

AFMC Strategic Plan: Enabling Tasks/Business Practices 

Air Force Logistics Information System Program Office Data Architecture: Common data architecture

1.9 Strategy

The effort to realize the Enterprise Data Warehouse vision is immense. Because the potential value is also immense, Air Force leadership at the Air Staff and at AFMC authorized development of an EDW Proof-of-Concept. This Proof-of-Concept must determine the worthiness of and establish a business case for an Air Force combat support enterprise data warehouse, using selected maintenance, supply and transportation data.  The first focus of the Proof-of-Concept phase is logistics-related information. The Proof-of-Concept phase began in August 2000, with planned completion in September 2003. The broader Air Force enterprise will be addressed in later phases.  

During the Proof-of-Concept phase, the EDW PMO will analyze combat support information requirements and establish a modern approach to decision support.  This approach includes 

· Obtaining real-time transaction-level data 

· Structuring the data for efficient decision support

· Providing modern business intelligence analysis tools for users

· Providing accurate and timely combat support information for decision-support tools.

The modern decision-support environment does not duplicate the complex and voluminous management reports, characteristic of legacy systems built in the 1980s and 1990s. These legacy reports are typically fixed-format and retrieve a large quantity of information that can address a broad-range of issues.  In contrast to the legacy approach, the EDW is providing the tools for the user to interact with the data and get directly to the “actionable” information, saving system and user resources and time needed to make real-world decisions. As a result, the Air Force will have the opportunity to streamline business process cycle times and lengthy reporting chains, driving operational decisions downward, and injecting speed into Acquisition and Sustainment business processes.  

The EDW will take an incremental approach to building the warehouse and integrating with the Air Force’s evolving information technology architecture.  From a functional perspective, the domain of logistics alone is enormous, encompassing over 100 information systems.  Section 7.5 describes how the EDW will incrementally grow in functionality.  

The Air Force has a variety of older and newer technology transaction-processing information systems and existing decision-support tools.  The EDW will grow its infrastructure in a manner that respects the Air Force’s strategy for modernization and need to continue combat-support operations without interruptions.  The following paragraphs briefly describe the current “AS IS” environment, the near-term transitional architecture, and the long-term end state as envisioned by the AF/IL technical community. The successful implementation of this strategy within AF/IL initially will point the way ahead for a total combat support enterprise strategy. 

.

1.9.1 “AS IS”

The “AS IS” environment is a mixture of legacy and modernized On-line Transaction Processing (OLTP) source systems providing information to the EDW, data marts, and end-users in a variety of ways (see Figure 1, “AS IS” Logistics Information Systems Architecture).  The Operational Data Store (ODS) provides a cross-functional view of a subset of logistics information for end-user access on the AF Portal.  The ODS interfaces with modernized and legacy systems to provide information that is not presently in the EDW for decision-support.  The IF Connector provides a way for legacy systems to provide data to the GCSS-AF Integration Framework (IF), allowing the Portal and modernized systems to more easily receive data.  The Archive database keeps a log of transaction history for audit purposes.  The EDW obtains data from source systems using Extraction, Transformation, and Load (ETL) tools and provides access to the data through an analysis tool accessible from the AF Portal.  Several ETL tools will be needed as long as the varied mixture of source system architectures exists in the enterprise.  Data marts exist today, and many of these data marts, however, have implemented a traditional data mart approach, where the data mart loads “summarized” data at periodic intervals, instead of detailed data in near real time.  
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Figure 1.  “AS IS” Logistics Information Systems Architecture

1.9.2 Transitional

The transitional environment shows migration from a large set of independent data marts and a single EDW to one logical data warehouse and fewer dependent data marts (see Figure 2, Transitional Logistics Information Systems Architecture).  During the transitional period, the EDW becomes the data warehouse “service” of GCSS-AF.  The size of the ODS diminishes because the data warehouse can now provide a broader range of combat support information to users on the Portal.  

Independent data marts will lose their direct interfaces with OLTP source systems and draw their data from the data warehouse.  New data marts will be designed to be dependent data marts from the start, getting their data from the data warehouse.

The transitional architecture will include the emergence of centralized Metadata Services.  These services will support data integration operations in the IF and end-user searches for information, and provide on-line system design documentation.
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All decision-support capabilities will be managed as one service within GCSS-AF (see Figure 3, End State Logistics Information Systems Architecture).  Data marts, for the most part, will be indistinguishable from the warehouse. In a few instances, special, functional-area OLAP capabilities will exist as functional partitions, and will behave as dependent data marts.  The Metadata Services provide information about the data available in the Logistics Enterprise.  The ODS has been completely subsumed by the EDW at the end state.

Figure 3.  End State Logistics Information Systems Architecture

Stakeholders and Customers

The stakeholders of the EDW are AF/IL, AFMC/CC, AFMC/CV, and AFPEO/C2 & CS; and the customer is the Warfighter.  Presently, Increment I and parts of Increments II and III have been implemented, and future capabilities are being defined; see Section 8.0 for a summary of the acquisition strategy.  The paragraphs below describe both current and future sets of customer communities.

1.10 Current Customer Communities

Current customers of the EDW include Air Force Fleet Maintenance Management and Supply Chain Management Organizations:

· Air Staff: AF/IL, LMA

· AFMC: AFMC/DR, AFMC/LG

· Product Centers: ASC System Program Directors (SPDs)

· Major Commands (MAJCOM) and subordinate Wing-level logistics maintenance organizations: 

· Air Combat Command (ACC) 

· Air Education and Training Command (AETC)

· Air Force Reserve Command (AFRC)

· Air Force Special Operations Command (AFSOC)

· Air Force Space Command (AFSPC)

· Air Mobility Command (AMC)

· Air National Guard (ANG)

· Pacific Air Forces (PACAF)

· United States Air Forces in Europe (USAFE)

The EDW provides these users with the capability to get detailed information about aircraft status, utilization, configuration, and maintenance performance (see Section 4.0 for additional information about EDW capabilities). 

1.11 Future Customer Communities

In FY03, the Air Force will increase the number of AFMC supply chain/item managers and analysts, System Program Directors (SPDs), MAJCOM Regional Supply Squadrons (RSSs), and requirements management analysts using the EDW. EDW customers also will include other providers of decision-support capabilities. As described in Section 6.1, the EDW can be the single source for decision-support information to existing and future decision-support tools, streamlining the number of interfaces between decision-support tools and operational information systems.

End-user capability

1.12 Current

The Air Force EDW is a warehouse of information of decision-support value.  It presently contains aircraft status, configuration, inventory, utilization and maintenance history, MICAP and backorder data to track supply items that are needed for critical maintenance actions.  These last highlight the cross-functional capabilities of EDW.  The EDW also provides a web-based, information-retrieval and analysis tool to authorized users accessible through a web browser on any .gov or .mil domain.  EDW users can access the EDW’s web-based tool from the AF Portal if they have the “IL EDW” role on the portal or from the alternate EDW access address, https://edw.day.disa.mil/. Section 5.2.1 provides more information about obtaining access to the EDW.

The EDW’s web-based decision-support capability allows the end-user to easily view data from a variety of perspectives.  The tool is user-friendly and can be mastered with minimal training and a few hours of hands-on use.

Once a user account is established, users may login and begin using EDW.   The EDW is now considered a usable prototype ready for use by all level of users from Air Staff personnel to individual item managers.  EDW supports Joint Vision 2010 and 2020 in the area of Focused Logistics by providing enhanced visibility, improved accuracy, and more timely dissemination of information on Air Force operational assets. EDW supports the Air Force Strategic Plan in the areas of Information Superiority and Agile Combat Support.  EDW also incrementally supports Air Force and AFMC transformation of Acquisition and Sustainment business processes.

Generating information in EDW is unlike the traditional method with which most users are familiar.  In EDW, reports are more accurately referred to as “queries,” and they offer more flexibility than hard-coded traditional reports.  The EDW allows users to quickly build a query by using a “drag-and-drop” method.  The query results can then be printed or exported as desired.  The strength of the EDW is in the ability to drill into the data to get the desired information.  This eliminates the need to print hundreds of pages just to see one or two lines of information in which the user is interested.  Generating effective reports requires some knowledge of the data elements and associated business rules.  For example, a general knowledge of aircraft maintenance and supply data is key to effectively using the EDW in its present configuration.  

The EDW’s user interface or analysis tool presents a business-view of the data in the warehouse. The tool provides users the capability to choose the business functions and sub-functions, the specific subject areas (called “universes”), data classes (groups of objects), and finally, the data objects (data elements).  The universes and objects are all labeled and defined in terms familiar to the Warfighter.  Figure 4.  Data Warehouse Map shows how a maintenance analyst might navigate through the warehouse to find the information needed.
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Figure 4.  Data Warehouse Map

For examples of EDW queries and a more complete description of current EDW capabilities, visit the website 

(https://www.ilspo.wpafb.af.mil/edw/usersupport/samplequeries.htm).

1.13 Planned

The EDW will provide the full range of web-based decision-support tools, allowing the Warfighter to research critical business questions and contributing factors.  The EDW will provide dedicated web-based decision-support capability, so that analytical processes and data can be separated from transactional processes and data.  The systems processing transactions will no longer be adversely impacted by analytical queries, enhancing the performance of both the operational and decision-support environments.  EDW will more effectively deliver the specialized capabilities of OLAP, drill-down, ad hoc queries, reporting, and data mining.  The EDW will provide these easy-to-use capabilities through the web-based AF Portal.  

The EDW is expected to be fully operational across twenty-two functional, Combat Support areas (see Table 1. Combat Support Functions) by 2007.  EDW stakeholders and user communities will determine the requirements, prioritization and implementation schedule.  The EDW will implement functional capabilities incrementally, see Section 7.5 for a description of the incremental, development approach.  In general, increments are planned to take nine months to complete (a three-month analysis phase followed by a six-month development phase). However, each increment’s schedule will be driven by such basic factors as the functional area selected, number of source data systems involved, volume of data to be moved, need dates and resources available.  

Table 1. Combat Support Functions

	Combat Support Functions

	Acquisition
	Logistics Plans
	Safety

	Chaplin Services
	*Maintenance
	Security Forces

	Civil Engineering
	*Materiel Management
	Services

	Communications and Information
	Munitions
	Space Support Teams

	Comptroller
	Office of Special Investigations
	*Supply

	Contracting
	Personnel
	*Transportation

	Health Services
	Public Affairs
	

	Legal
	Quality and Manpower
	


* Functions that form the focus of EDW’s initial Proof-of-Concept phase
End-user support

1.14 Helpdesk

The DECC-D Dayton Help Desk provides Level 1 service and offers a single point of user interface available 24 hours a day, 7 days a week.  The DISA Help Desk can be reached at DSN 787-3251 or Commercial 937-257-3251 or by email at helpdesk@day.disa.mil.

DISA provides technical support for the DISA communications infrastructure as well as the hardware and software environment supporting the EDW.  The EDW Project Management Office and EDW development contractor provide functional and data management support.  Appendix D contains a list of answers to the most frequently asked questions by the operational users.

As problems are reported, the DISA agents work with the user for resolution.  Upon closure of a trouble ticket, the DISA ensures customer satisfaction.  Trouble tickets that cannot be resolved by the DISA Level 1 help desk agents are forwarded to the EDW Level 2 support office for further analysis and resolution.   The EDW Level 2 support specialist contacts the user to validate the problem, and provides update for resolution to the DISA Help Desk and user as required. The following paragraphs describe how these tickets are processed.

· Trouble tickets that involve advanced user concepts are forwarded to the EDW team for resolution with the reporting user. In the event that the EDW analyst is confident that the user is satisfied, the analyst closes the ticket in the DISA tracking tool.  DISA then contacts the user to ensure the resolution, as rendered, and support provided was satisfactory. If the resolution, as rendered, was not satisfactory, then the ticket is reopened in the DISA Help Desk problem-tracking tool and reworked for further resolution. 

· Trouble tickets that reflect an error in the way the EDW is functioning are forwarded to the EDW help desk for resolution.  The EDW analyst documents this type of problem as a Discrepancy Report (DR). The EDW Level 2 analyst imports the trouble ticket into the EDW change control tracking tool, Information System Management Tool (ISMT), where a DR number is assigned.  The generation of the DR and number assigned is noted in the DISA Help Desk problem-tracking tool.  The DISA Help Desk notifies the user that the ticket has been closed and a DR has been generated.  The EDW analyst handles the prioritization, analysis, and resolution of the DR and works to resolve the problem through the EDW configuration management (CM) process.

· Trouble tickets that involve a request for functionality that the EDW does not presently have are referred to the requirements management process. The EDW Level 2 analyst imports the ticket into ISMT, where it is transformed into a Baseline Change Request (BCR). The EDW analyst annotates the BCR generation and the BCR number assigned in the DISA Help Desk problem-tracking tool and closes the ticket.  The EDW analyst, with input from the user, works the prioritization, analysis, resolution, and implementation of the BCR that must pass through the CM process. 

· If problems occur during development testing, a Software Problem Report (SPR) is generated using ISMT

The EDW website provides information on the operational status of the EDW, answers to frequently asked questions from users, links to other helpful information important to users to include most recent updates, as applicable to our users (https://www.ilspo.wpafb.af.mil/edw/).  To log on to the EDW, visit the EDW log-on page at https://edw.day.disa.mil/.

1.15 User Administration

The EDW program office and DISA will co-manage the EDW user administration process, which includes accepting and validating user account requests, notifying new users of their account status, and tracking the EDW user base.  

1.15.1 New User Accounts

The process for requesting an EDW new user account is found at https://www.ilspo.wpafb.af.mil/edw/UserAccess/requestform.htm. Upon receiving a copy of the approved DISA Form 41 from the EDW PMO, DISA will create a ticket in Remedy for new user accounts created in accordance with DISA Policy.  Accounts will be created on the EDW Business Objects user interface by using Supervisor and on the Teradata database by using WinDDI software as supplied by the EDW PMO.  DISA will notify the new user of account creation and provide them their userid and password in a confidential manner and in accordance with Air Force information protection requirements.   

1.15.2 Account Maintenance

Account maintenance consists of resetting passwords for valid EDW users in accordance with DISA DECC-D policy.  DISA DECC-D must first positively identify the user using the last four numbers of their social security number as located on the user’s access form and maintained in the Remedy Trouble Ticket system.  

Architecture

The EDW’s architecture as described in this document is consistent with the DoD Command, Control, Communications, Intelligence, Surveillance, and Reconnaissance (C4ISR) Architecture Framework.  The C4ISR describes a framework for articulating system architectures using three interconnected views, as shown in Figure 5, C4ISR Architectural Views.  The descriptions provided in the following sections are textual, future versions of the CONOPS will include graphical representations as provided in the C4ISR framework.
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Figure 5. C4ISR Architectural Views

The operational view describes the tasks and activities, the operational nodes, and the information flows between nodes that are required to accomplish or support an operation.  The operational view describes the nature of information exchanges in detail sufficient to determine what specific degree of information-exchange interoperability is required.

The systems view translates the required degree of interoperability into a set of system capabilities needed, identifies current systems that are used in support of the operational requirements (or postulated systems that could be used), and facilitates the comparison of current/postulated system implementations with the needed capabilities. 

The technical view articulates the criteria that govern the implementation of required system capabilities.  The EDW architecture will evolve as its capabilities are expanded to support the Warfighter.  Each architectural view for the EDW is provided in the following sections.

1.16 Operational

This section identifies how the EDW fits within the broader Joint Forces, Air Force, GCSS-AF, and combat logistics support operational architecture.  Specifically, this section describes the High-Level Operational View (OV-1), Operational Node Connectivity View (OV-2), Information Exchange Requirements (OV-3), Operational Employment Requirements or activity models (OV-5) and the conceptual EDW Logical Data Model (OV-7).

1.16.1 Operational Architecture Views

This section provides a High Level Operational Concept Graphic (OV-1) for the functional areas supported by the EDW:  The OV-1 architecture view correlates with the OV-1 view from the GCSS-AF ORD
.  The GCSS-AF and EDW Operational Node Connectivity Description (OV-2) for the EDW show the inter-Service/joint support it provides and the EDW System Operational Node Connectivity Description (OV-2) shows the IT interfaces associated with the function.   The lines connecting the nodes in the OV-2 represent information exchange needs, which encompass one or more Information Exchange Requirements (IER) as described in Section 6.1.2.

1.16.1.1 High Level Operational Architecture Views (OV-1)

The Enterprise Data Warehouse (EDW) is a core process (Data Warehousing and Decision Support) for Global Combat Support System - Air Force (GCSS-AF) and is an identified requirement in the GCSS-AF Operational Requirements Document. EDW is designed to make it possible to establish the single version of the truth, relative to any issue, problem, or trend, by providing data, in the form of intelligent information, gathered and formatted across functional data sources. Through the use of modern query and data mining tools, the EDW will transform cross-functional data into accurate, reliable, and timely management information required by the war fighters. EDW gathers enterprise wide data in a near real time manner and stores it in a secure, reliable and consistent manner. Accessing EDW through the AF Portal enables modern decision support tools to quickly provide clear and accurate decision support information. This will provide commanders and war fighters the information needed to look beyond data to verify suspected trends and seek out unknown ones before they restrict combat capability. The EDW can eliminate much of the decision uncertainty associated with the current closed, rigid, and compartmentalized combat support data systems.

The initial scope of the EDW will be Combat Logistics Support. The EDW Combat Logistics Support component will provide an end-to-end view of the Air Force Logistics enterprise, beginning with weapon system maintenance/availability and extending back through the Air Force Supply Chain and its supporting functions of supply, materiel management, and transportation. The end-state EDW will provide an enterprise view of the Air Force that encompasses all twenty-two of the Combat Support functional areas, previously listed in Section 4.2.  Figure 6 below depicts the high-level operational concept (OV-1) for the GCSS-AF and the EDW
.  
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Figure 6: GCSS-AF and EDW Conceptual View (OV-1)

1.16.1.2 Operational Node Connectivity Descriptions (OV-2)

The GCSS-AF and EDW Operational Node Connectivity Description (OV-2) for the EDW show the inter-Service/joint support it provides and the EDW System Operational Node Connectivity Description (OV-2) shows the IT interfaces associated with the function.  Figure 7 is the operational node connectivity view (OV-2) for the GCSS-AF and the EDW.  Figure 8 is the operational node connectivity view (OV-2) for the components of the EDW within the GCSS-AF architecture. 
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Figure 7: GCSS-AF and EDW Operational Node Connectivity View (OV-2)
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Figure 8: EDW System Operational Node Connectivity View (OV-2)

1.16.2 Information Exchange Requirements (IERs)

EDW interfaces with Joint/Services organizations and the GCSS-AF services to accomplish its mission as shown in the GCSS-AF and EDW Operational Node Connectivity (OV-2) view above. Table 2, IERs Matrix (OV-3), depicts the nature of each of these interfaces.  Appendix D, Interface Control Agreements, contains the present listing of the system-to-system interfaces that are in place between EDW and other programs.  These interfaces are represented on OV-2 as the interface between the EDW and GCSS-AF Integration Framework. All interfaces listed in the OV-3 are critical to the EDW’s decision support mission.

Table 2.  Operational Information Exchange Matrix (OV-3)
	Operational Information Exchange Matrix (OV-3)

	Node
	Information Description
	Criticality

	GCSS-AF CC/JTF
	Query requests and results
	Critical

	GCSS-AF Functional Pillars
	Query requests and results
	Critical

	System Security
	User and object authentication and authorization
	Critical

	Integration Framework and Air Force Portal
	Data warehouse services and data exchange services
	Critical

	Enterprise Systems Management (ESM)
	Performance analysis and measurement
	Critical

	Joint/Services Organizations Node
	Query requests and results
	Critical


1.16.3 Operational Employment Requirements

This section identifies the impact of the information exchanges and information needs of the supporting infrastructure.  It discusses the threat and tactical considerations, describes time-critical events required to meet operational objectives, and addresses workload considerations based on the operational employment concept. 

EDW has a highly diverse mission in the Warfighter communities.  The objective of the EDW program is to support the Warfighter by providing timely information resources and decision support essential in both peacetime and wartime.  The EDW supports military logistics functions by managing these facilities’ equipment, supplies, and services.  It automates facility management and standardizes logistics and corporate data and processes, reduces time that personnel spend on logistics activities, and enables integration and effective communication with other standard DoD systems.

The operation of the EDW must be consistent throughout the GCSS-AF Integration Infosphere. Although EDW is capable of operation in isolation from the GCSS-AF, it will achieve its largest payback through interoperability with the full spectrum of GCSS-AF integration support and delivery infrastructure.  This infrastructure includes both commercial and military logistics support.

The EDW accomplishes its mission through the consistent application of proven data warehouse implementation processes or activities. There are two EDW activity models.  The EDW Data Warehouse Service Activity Model is described below and shown in Figure 9.  The EDW Decision Support Activity Model is provided in Figure 10.
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 Figure 9. EDW Data Warehouse Service Activity Model (OV-5)

· Identify the Best Source of Combat Support Data.  The EDW team works with functional experts to identify the information needed to answer critical combat support questions, such as, which aircraft by tail number have been upgraded to deploy a particular payload?  The data needed to answer these questions are identified and a list of potential sources for the data is generated. The potential data sources are evaluated for data quality, timeliness, and authority.  A critical objective of the EDW is to acquire the lowest level of detail needed to answer the question thoroughly.  While rolled-up and summarized data is needed to see general areas of concern, only detail data tells the Warfighter the source of the problem.

· Acquire the Data in Near Real-Time.  While local transaction processing systems have the latest data, the EDW captures transactional data of decision-support significance from these transactional systems in near real time and automatically integrates that data into its decision-support structure.  For example, the EDW keeps its aircraft maintenance history accurate by replicating changes made to Reliability and Maintainability Information System (REMIS) data as changes occur; not waiting for daily, weekly, monthly, or quarterly snapshots in time. 

· Organize the Data for Cross-Functional Queries.  Transaction processing systems are designed to efficiently process high numbers of business transactions in a predictable manner.  Typically, transaction-processing systems do not perform decision-support efficiently.  They are not designed to collect and sort a large quantity of data with complex functional relationships at one time.  They also contain only the data needed to perform their specific business function. The EDW is designed to support complex data retrieval for analysis. Data from a wide variety of transactional systems are integrated through the application of special data structures that allow analysis tools to efficiently collect, filter, sort, collate, perform computations, and arrange huge amounts of data.  The EDW’s decision-support structure pulls data together that traditionally has not been integrated.  As the EDW is built and deployed, analysts will save time and effort not having to pull and integrate data from several operational source systems; and, in turn, operational source systems will reduce the processing resources that are currently needed to support decision-support queries on their individual transaction-based systems. 

· Integrate and Deploy Analysis Tools.  The EDW selects and deploys modern web-based analysis tools that efficiently and effectively exploit the EDW’s decision-support environment.  The EDW also supports the integration of existing Air Force decision-support tools with the EDW’s decision-support environment.  When requested by stakeholders, the EDW program conducts analyses and studies of state-of-the-art commercial decision-support tools to satisfy stated functional requirements.  The EDW program selects and implements the tools that provide the capabilities, which are consistent with both the user’s needs and the EDW’s environment.  

· Train User Communities.  Once an EDW capability is implemented, the Warfighter must be trained to use it.  This is not a one-time event but a continuing role driven by personnel reassignment and turnover.  The EDW can employ several approaches to train users depending on the functional communities needs and budget.  The options for training include, but are not limited to, dedicated EDW trainers, train the trainers, computer-based training (CBT), web-based training, and COTS provided tool-specific training.

· Provide Technical Support to Users.  The EDW provides two levels of support to end-users.  The first level, Level 1, is provided through the DISA help desk.  The help desk helps users with basic functions of the EDW analysis tool(s), resets EDW user passwords, creates new EDW user accounts, and escalates problems to the second level of support.  Level 2 support provides assistance with the more complex functions of the analysis tools and analyzes performance problems for possible corrective action.  

· Sustain the Environment.  The EDW provides services to keep the data warehouse working effectively. These services include but are not limited to hardware/software maintenance and upgrades, Time Compliance Network Orders and Time Compliance Technical Orders (TCTOs), information assurance auditing, data quality, performance monitoring, data backup and recovery.  It includes all necessary checks and tests needed to verify the data has been transferred and stored properly in the EDW environment, the environment is stable and that the data is available and accessible to the EDW user community via OLAP and AF Portal.  During the Proof-of-Concept phase, the EDW will provide a scaled-down backup and recovery capability.  This capability will expand to “industrial-strength” as EDW moves into the next phase.
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Figure 10. EDW Decision Support Activity Model (OV-5)

What is the essence of the activities we perform, that is universal to any organization?  We perform activities, keep track of them, analyze situations, and take appropriate action.  Ultimately, we even hope to anticipate risks, assess their probability and take preemptive actions.  In the above picture, the gray line represents human activities beginning with day-to-day tasks and ending with taking preemptive actions.   Between tasks and action, data is captured, organized, put into context, put into perspective, and analyzed in a chain of increasing information value.  The objects of human activity in this picture are assets in the enterprise information value chain:  tasks, data, information, knowledge and understanding.  People conduct tasks, capture data and organize data to create information.  To put information into context, education and experience is applied to create knowledge.  Knowledge is put into perspective with intuition and judgment to create understanding.  With understanding, risk can be assessed or even anticipated and preemptive actions taken.  

Although this may seem like quite an arduous process, these are the fundamental steps involved in the making of a decision to act.  Of course, the cycle time it takes to run through the whole process may be anywhere from instantaneous to years depending on the challenge being addressed and on the attributes and constraints associated with that challenge.  The problem today is that keeping up with the pace of change and keeping up with an increasingly demanding Operations Tempo often requires more agile response than gaining knowledge and understanding can afford with the result that only a small percentage of the decision-time available is actually spent applying intuition and judgment.  Additionally, in the traditional process, those with education, experience, intuition and judgment are often held hostage from interacting with the data directly due to several reasons: (1) highly technical skill sets are required for aggregating and manipulating data into a desired format, (2) the time it takes to get the data can exceed the useful life of that data, (3) when data is duplicated in multiple systems, additional effort is required for reconciliation and adjustment, and (4) the time, resources, or dollars required may exceed that which can justifiably be applied.

EDW can help revolutionize this decision process.  EDW comes into play somewhere after data has been initially captured (including validation) and organized into various legacy systems.  EDW contributes to the “organize” activity by creating a warehouse of rationalized, transaction-level source data elements from cross-functional systems, in a manner designed to optimize retrieval for analytical processing.  With the assistance of experienced functional experts, data is put into proper context to provide rapid insight into common business concerns and inquiries.  With a highly intuitive set of tools in place, and with the data in the proper context, the organization’s most experienced analysts, managers, and leaders can apply their intuition and judgment by interacting with the data directly.   Result:  Insights can now be gained more rapidly than ever before...insights that can lead to preemptive action for averting negative mission impact.
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Figure 11. EDW Value-add Activity Model (OV-5)

There’s a wide spectrum of data warehouse capabilities that offer increasing benefits.  This spectrum spans the continuum between “Structuring the Known” and “Exploring the Unknown.”  Between is an array of increasingly robust decision support capabilities for “Exploiting the Known.”   EDW can help revolutionize the decision process through deployment of an enterprise archive of source data—source data that is rationalized, multi-functional, transaction-level and historical— and to which is connected tools for Report, Query, Online Analysis, Alerting, and Prediction/Mining.  

In the above diagram, green bubbles represent currently deployed capabilities.  Blue indicates future capabilities.  Bubbles both green and blue indicate that there’s some capability available now and more possible.  Additionally, there are two notional lines: one representing Investment, the other representing Benefit.  It is our contention that the break-even point occurs somewhere after Reporting and Query functionality have been fully deployed.  We think the biggest paybacks occur when the organization can move past the old “report mentality.”  Typically, after multi-page reports are generated, users need to scan through them to find something.  Today we can use technology to do the looking for you!  We can design a standard report for use by many, that has user-based drilldown capability.   This way, the structure of the information can be consistent while at the same time a single object can also filter data to serve multiple user-groups.  It is also possible to design an alerting condition that either highlights information or generates specified activity when certain pre-identified conditions occur.  EDW doesn’t just want to give you faster access to more information, we want to help you get answers!  Functional experts can potentially create a logical path of inquiry that tracks from Not/Partial Mission Capability down to all the possible root causes.   Doing that crosses many functional boundaries.  EDW can help eliminate the constraint of those data boundaries while simultaneously providing a highly intuitive web interface for analyzing the data.  This benefit provides a front row seat to enterprise data by experienced analysts, managers, directors and leaders.  When people with knowledge, education, experience, judgment, and intuition can interact with data directly, insights can be gained much more rapidly than ever before.

At even more advanced levels, sophisticated analytical engines can be connected with the warehouse to launch the organization into exploring pattern-recognition and predictive capability.  At the pinnacle, instead of people forming hypotheses and using the analytical tools to explore them, through data mining it’s possible to have the machine identify possible new hypotheses for people to explore.

Users make decisions within a functional or business framework.  Initially, the EDW’s goal is to provide data and information within the Air Force logistics framework as depicted in the EDW’s logical data model.  The conceptual view of the EDW Logical Data Model (OV-7) is provided in Figure 12 below.
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Figure 12. EDW Logical Data Model View  (Proof-of-Concept) (OV-7)

1.17 System

A more detailed description of the EDW components follows as well as the interrelationships among components.  Also included is a discussion of the current state of a component and how it will evolve with the implementation of subsequent system increments.

1.17.1 System Description

EDW will become the single entry point for decision-support and allow for the development of a common process for informational and analytical research.  From the single sign-on interface with the AF Portal, the information consumer can start the researching process, accessing the full range of warehouse capabilities.  

The system program addresses the fluctuating state of the decision-support infrastructure by providing a point of convergence for the hardware, software, and networking capabilities required to support analytical information research.  The infrastructure will contain a scalable, high-performance platform to host the data warehouse and will be able to support the automated transport of data from transactional data sources using existing data extraction/replication tools as applicable and a trickle-feed extract/transform/load methodology.  The system will implement and maintain the infrastructure foundation – hardware and software – for the USAF decision-support environment.  This will streamline the research process, simplify the task of analyzing the data and developing useful decision-supporting information, and provide greater breadth and depth of combat support information.

The initial hardware/software baseline configuration for EDW is shown on Figure 13 below.  It consists of the NCR Teradata WorldMark 5255 8-Node Massively-Parallel-Processing (MPP) 4 Terabyte system with web servers and application servers.  The Extract, Transform, and Load (ETL) baseline software consists of Golden Gate Software for Tandem data sources and Informatica for flat file data sources.  ETL will be supplemented by using Message Oriented Middleware (MOM) based on MQSeries capabilities within the GCSS-AF IF.  MOM techniques will be used primarily for Business Object Document (BOD) transactions between systems such as D043.  The OLAP/Reporting baseline software consists of BusinessObjects Web-Intelligence.

This system is connected to the DECC-D Dayton infrastructure using Transmission Control Protocol/ Internet Protocol (TCP/IP) as the default networking protocol, and users connect using the Non-secure Internet Protocol Router Network (NIPRNET) from the web-based Air Force Portal.

In place is a system of firewalls, proxy servers, and software and policies designed to protect the base network infrastructure from illegal entry and attack by unauthorized individuals.  All network control is centralized with the base Network Control Center to optimize the functionality and the security of this system.

Barrier Reef has been implemented at Wright-Patterson AFB and requires all external access to be “re-homed” to a central location (outside the firewall) under the Network Control Center’s control.

Organizations on base are required to comply with DISA and AF Security policies to maintain connectivity to the base networks.  Access to the web must be through the web proxy server.  
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Figure 13.  EDW Hardware Architecture

1.17.2 System Internal Components
The components described in this section are the Commercial-Off-The-Shelf (COTS) packages and database schemas currently being used to support the EDW operations.  There are three areas within the system that are discussed – the analysis tools, the database schemas, and the ETL tools.  The overall methodology is to find the best tool that meets the requirements for each area within the system.  

· Analysis Tools.  The analysis tools connecting to the EDW will be determined by user information and analysis requirements.  The initial analytical tool was selected based on the user requirements for reports and ad hoc queries with drill-down, refresh-on-demand analytical capabilities and web-based information delivery.  The initial tool selected was BusinessObjects WebIntelligence.  This tool allows for single-sign-on integration with portal software packages currently in use by the AF Portal (including AF Portal, V 3.0, Broadvision) as well as those under consideration for use.  BusinessObjects also has a thick-client available for power users.  In future spirals, the new functional users may have additional requirements, which will drive the evaluation of other analytical tools and may determine procurement of additional analytical tools.  

· Database Schemas.  There will be three tiers of database schemas related to the EDW.  The first is the initial staging area.  This tier is where the data feeds from the source systems will be directed.  The second tier of database schemas will be the core data warehouse schema.  This schema will contain the integration of cross-functional information and calculated fields as determined by requirements.  The last tier will be the decision-support structures built in industry-standard OLAP data model format.  The first tier was built as part of the initial EDW increment implementation.  As additional functional areas are brought into the EDW, the second and third tiers will be created.  The physical data model (PDM) is a graphical representation of the database schemas (the EDW PDM is available upon request).  

· ETL Tools.  There will be three ETL processes and multiple ETL tools used in the EDW architecture. The ETL tools used to support the movement of data into and out of the EDW are evaluated against the near-real-time data latency requirement, the source-to-target-DBMS connectivity, and transformation capabilities.  The first ETL process connects the source systems to the staging area.  Given the variety of source system architectures, this will encompass a wide range of ETL tools.  The ETL tool selected for the initial implementation of EDW was the Golden Gate Software (GGS) database replication tool.  As additional sources are added, an ETL solution for each platform/DBMS will need to be evaluated.  The next ETL process will connect the staging area and the core data warehouse.  This tool will need to be evaluated against the requirements of large, complex transformations and calculations in a Teradata-to-Teradata environment, and at a near-real-time frequency.  The last ETL process will be between the core data warehouse and the decision-support structures.  This tool will have the additional requirement of needing to be able to populate data marts that may or may not be within the Teradata environment. 

1.17.3 System Global Components

This section contains the global components in which EDW interrelates.  EDW, as a part of GCSS-AF, performs the data warehousing service function.  EDW makes specific information available to the users by being accessible through the AF portal.  EDW extracts required data from transaction processing source systems that collect and edit the data from day-to-day combat support operations.

1.17.3.1 GCSS-AF

The GCSS-AF system is a system of mission applications that require varying degrees of interoperability and associated information sharing.  A major focus of the GCSS-AF system is to specify and develop the mission applications, not as stand-alone, stovepipe applications, but as applications (built from “components”) of an overall system such that interoperability is designed in, not “kludged in” at some point in time.  The GCSS-AF end state includes mission applications that cover all twenty-two combat support areas. The GCSS-AF enterprise information system is being built upon a robust, efficient, maintainable, extensible, and cost effective architecture that provides the range of services needed for mission applications. 

1.17.3.2 AF Portal

The AF Portal, serving as the GCSS-AF presentation services is an initial enabling tool that provides individual users with access to specific information required for their individual, functional and operational responsibilities.  The Air Force Portal (AFP) is a key enabler for the Information Technology Task force and a foundation program for other Transformation task forces.  It is a vital element of future AF electronic business plans and will help to expose quality information, reduce overlap and duplication among information systems, and provide easy access to self-service applications.  It will be the primary access for all personnel into AF web-enabled applications.  The AFP is an evolutionary development, incremental delivery initiative.  It depends on the migration of applications to the AFP or GCSS-AF Integration Framework (IF) to provide a significant element of its functionality. The AFP is the GCSS-AF IF presentation service.

The AFP will be available to all AF users anytime, anywhere.  It has a robust security environment that controls user access to information and provides ease of access through the use of Single-Sign-On (SSO). SSO will enable users to enter their passwords once and gain access to all their applications with no further login.  Users will be provided information relevant to their needs based on each user’s profile.  The AFP will use smart push/pull technologies to deliver the right information to the right people.  It will be user friendly with an intuitive interface.

Users will be able to access analysis and decision-support tools through the AF Portal, the presentation services of the GCSS-AF.  These tools use the powerful data retrieval and manipulation capabilities of the EDW to query cross-functional data and present actionable information to the decision maker. The portal facilitates data sharing from a wide variety of sources.  It displays this information in a clear and appropriate level of detail to the user anytime, anywhere and in the required format to enhance combat capabilities and support business operations.  This portal draws information from a variety of systems including publicly available data feeds, AF legacy systems, and web-enabled systems.  Users can interact with the portal by drawing information to make decisions and provide information to be shared with other portal users.  The portal is not intended to replace other AF Information Technology (IT) systems, but the AF Portal will provide the increased access-convenience and knowledge-sharing capability the user needs in today’s dynamic information environment.  The portal will be the presentation services of the GCSS-AF IF and the IF will enable the interface of applications and information to the portal for presentation to the user.  The portal will provide the Air Force a “World-Wide Window” into a complete set of integrated, self-service, web-enabled applications.  It will be accessible anytime, anywhere and serve as the primary point of access for all Air Force personnel to individual, functional and operational services.  It will take advantage of the smart push/pull technologies incorporated in GCSS-AF to optimize information dissemination.  The portal will have a simple intuitive user interface requiring only basic Internet browsing skills.  The portal will allow personalized content selection and layout to meet individual roles and responsibilities.  New data sources and services will be easily added through an Air Force Chief Information Officer (AF CIO) content-management process.  There will be an open standards-based framework against which hardware and software will be managed.  The portal will capitalize on leading technologies from both industry and research.  It will be browser-based and be accessible from a Personal Computer (PC), Personal Digital Assistant (PDA), or other personal devices via a single sign-on.  The portal will incorporate Information Assurance and Information Protect capabilities.  As AISs are brought into the IF, they will be provided security protection that will surpass that which is currently available.  Public Key Infrastructure (PKI) based security authentication of all users will be implemented at the earliest opportunity to comply with DoD direction.

1.17.3.3 Source Systems

The EDW is not the original source for data.  The EDW obtains data from several mission applications that collect and process data needed for the day-to-day combat support operations.  The warehouse presently contains up to 20 years of aircraft maintenance, status, inventory, utilization, configuration information, MICAP and backorder data on supply items needed for critical maintenance actions.  In development is catalog, MSD Financial, and detail supply for RSS (retail supply).  This enhancement further enables cross-functional capability for the EDW.  Some of these source systems do not use the GCSS-AF data messaging services and do not have data extraction, load, and transformation capabilities compatible with the EDW.  The EDW program will work with the source system developers to design data transfer mechanisms consistent with the decision-support requirements and GCSS-AF capabilities.  The identification of data requirements, the sources for that data, and the implementation schedule is provided in the EDW Implementation Plan.
1.18 Technical

The Technical Architecture identifies the minimal set of rules governing the arrangement, interaction, and interdependence of system parts or elements, the purpose of which is to ensure that a conformant system satisfies a specified set of requirements.  The authoritative source for the design, development, and implementation standards of information systems is the JTA.  The latest published version is 3.1, dated 31 March 2001.   The JTA provides DoD systems with the basis for seamless interoperability. The JTA defines the service areas, interfaces, and standards (JTA elements) applicable to all DoD systems, and its adoption is mandated for the management, development, and acquisition of new or improved systems throughout DoD.  As a service of the GCSS-AF, the EDW conforms to its Technical Architecture Profile (TV-1) (see Figure 14).
  These standards are based on the current version of the JTA and apply to all critical Information Exchange Requirements in this plan (see Section 6.1.2).
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Figure 14. GCSS-AF Technical Architecture Profile (TV-1)

Business Processes 

The EDW accomplishes its mission through the consistent application of standard business processes defined within the Air Force Enterprise. HQ MSG/ESD, HQ ESC/IL, and HQ AFMC accomplish the day-to-day management of the EDW project. The personnel supporting the Program Management Office (PMO) are listed on the project’s website at https://www.ilspo.wpafb.af.mil/edw/edwpmo/pocs.htm.  

The key business processes performed by the PMO include Program Management, Financial Management, Configuration Management, Requirements Management, Incremental Development, Functional and Data Analysis, Design and Implementation, Sustainment and Support, Quality Assurance, and Risk Management.  Each process is briefly described in the following paragraphs. 

1.19 Program Management

In general, the Program Management Functions consist of the global management of the cost, schedule, and performance of a project.  The EDW Program Manager aided by the program management team is ultimately responsible for all aspects of the project.  This Proof-of-Concept program was approved in an Acquisition Plan signed by the Deputy Air Force Program Executive Officer for Command and Control & Combat Support Systems (AFPEO/C2 & CS), Ms. Virginia Williamson.  The program receives its direction from the EDW Board of Customers co-chaired by AF/IL, Mr. Ron Orr, and Air Force Materiel Command Chief Technical Officer (AFMC/CTO), Mr. Ken Percell.  Funds for execution of the project are sent from EDW customers, such as AF/IL and AFMC/LG.  The Program Manager must manage the cost of the program to deliver the capabilities documented in the SLA (performance) in the agreed upon timeframe (schedule).  All negative variances to cost, schedule, and performance must be mitigated or satisfactorily explained to the customers.

1.20 Financial Management

The PMO performs Financial Management (FM) functions for the project within the greater FM structure of the MSG. The PMO prepares and coordinates the project budget, prepares the financial portion of Service Level Agreements (SLAs), performs analyses of financial variances, monitors execution and helps to resolve discrepancies within accounts, and assists the contracting office in preparing invoice certification sheets and ensuring the accuracy of information in related data systems.

1.21 Configuration Management

Configuration Management (CM) includes the functions of planning, identification, change control, status accounting, and audits.  The purpose for CM is to establish and maintain the integrity of the hardware and software products throughout the project’s life cycle. The CM process applies to both organic and contractor support personnel who develop or maintain portions of EDW. The EDW maintains a CM plan that complies with the MSG Organization’s Standard Software Process (OSSP).  

The EDW configuration is managed under formal baseline management processes.  Coordinated change actions, and parallel implementation should occur with the interfacing data system. Formal baseline management is accomplished under authority of the EDW Configuration Control Board (CCB).  The EDW CCB delegates the analysis and review of configuration issues to the EDW Configuration Review Board (CRB). 

Updates to the EDW Database will occur under planned block releases.  The EDW employs the Information System Management Tool and the Action Item database in performing CM activities.

1.22 Requirements Management

The EDW contractor will interface with the DISA help desk to receive and process user problems.  For more information on the helpdesk process, see Section 5.1.  In some instances, problems will be because the system is not functioning as expected, and will require the generation of a Deficiency Report (DR).  In other instances, the problem will be because the user has identified a different requirement (either a new requirement or a changed requirement) for the system.  In this case, a Baseline Change Request (BCR) or Communications & Information Systems Requirements Document (CSRD) will be generated.  The EDW contractor will follow the change control process outlined in the CM plan.  The EDW contractor will also support the requirements management process by providing Rough Order of Magnitude (ROM) estimates for evaluation by the CCB.  Both the PMO and contractor will work together to track critical requirements.

1.23 Incremental Development

The EDW will follow an incremental development methodology.  Incremental development is a cyclical approach for incrementally growing capabilities.  An increment encompasses a complete definition, implementation, and deployment cycle bounded by schedule, funding, or some other immoveable business constraint.  The key benefit of the incremental approach over the traditional “big bang” approach is that capability is delivered and validated by the end-user in increments, each taking only months versus waiting years for all of the required capabilities to be built.  The incremental approach also allows the end-user to better guide the growth of capabilities while experience and understanding is gained using the system.  Section 7.5.1 describes the incremental development methodology and Section 7.5.2 describes how the EDW will grow using increments.  

1.23.1 Methodology

An incremental definition, implementation, and deployment cycle contains five distinct tasks: Business Discovery, Detailed Analysis, Design, Implementation, and Sustainment.  

Business Discovery involves discussing the current analytical business processes of the primary user group(s).  During this task the kinds of business questions that will drive the data to be captured in the warehouse are explored.  These discussions are at a detailed level and investigate:

· The process flow, 

· What data is used to support the analysis, 

· What data would be used if the capability to access and correlate it existed, 

· What business rules are applied to the data to turn it into actionable information, 

· What are the possible sources of the data – currently used, originating, and preferred source

The Analysis task gathers the information from the user discussions and groups it into functional areas to be extended or created within the warehouse.  The data requirements are then explored with the data available being analyzed for quality, and applicability to support the identified functional and cross-functional areas from the business discovery task.  The goal of this task will be to determine how data will be integrated across the multiple functional areas to present optimum use of information for the Air Force enterprise.  

The Design task generates a detailed design of the new data structures, the data loading routines, the frequency of the data loads, and the user interface.  The Design task also addresses the issues of architecture and topology and backup and recovery procedures.  

The Implementation task builds, tests, and deploys the designed functions – the database structures, the extract/transform/load routines, and customizes the analytical tool to meet the user interface requirements allowing the user to execute decision-support applications via the AF Portal.  This task also includes training and resolving production configuration issues.  

Sustainment after implementation is a follow-on activity that encompasses the support and maintenance of the newly completed increment as well as the previous increments.

1.23.2 EDW Increments 

Initially the EDW will address the critical business question of Mission Capable (MC) trends and provide the user the capability to determine why certain MC or not MC (NMC) trends exist.  Future efforts will address the critical business questions concerning Supply Chain and Requirements Management.  The capability to view and to correlate MICAP and backorder data to track supply items that are needed for critical maintenance actions has been completed.  This increment will lay the foundation for aircraft mission capability analyses, and future increments will increase the capability to identify the reasons for the trends in ever-increasing detail.  Each increment will increasingly provide decision makers with the information they need to make timely decisions.  

With reference to MC rates, many factors contribute to mission capability and the data that characterize these factors reside in multiple automated and manual systems.   For the EDW to meet its goals these contributing factors must be defined and the sources of data to address these factors identified systematically.  Factors that contribute to MC can be grouped into four areas: Availability, Maintainability, Reliability and Infrastructure.  Each of these areas contains basic functional data and information that is provided in the table below. The table illustrates the functional threads that impact mission capability and the areas the EDW will draw from.  The candidates in bold are those that were completed in Increments I and II.  Additional increments will include the remaining topics in Table 3, Candidate Functional Topic List and additional topics not yet defined.

Table 3. Candidate Functional Topic List
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The EDW Board of Customers, stakeholders and user community will determine the requirements and prioritization for the future increments.  In a parallel effort, sustainment improvements – DR resolution, CSRDs, etc. – will be deployed in block releases, commencing three months after IOC.  This overlapping concurrency allows the deployment of new and updated functionality in the EDW while maintaining its relevancy to the business practices of the USAF communities it serves.

1.24 Functional and Data Analysis (Business Discovery)

High-level EDW implementation requirements are generated by the EDW Board of Customers. These high-level requirements identify the broad functional categories for which cross-functional decision-support is needed. The EDW PMO refines these requirements and prepares a rough order magnitude cost and schedule estimate. SLAs are prepared and coordinated with the requesting organization outlining how the EDW PMO will execute these requirements. The PMO generates a change request for tracking in Integrated Systems Management Tool (ISMT).

The PMO prepares and issues a task order for this analysis activity, which the implementation contractor performs. The implementation contractor analyzes functional documentation and existing data systems and conducts interviews with combat support decision makers to derive detailed EDW requirements. The implementation contractor prepares an implementation plan (IP) describing the activities needed to turn the detailed requirements into EDW capability. This includes, but is not limited to data requirements, architecture requirements, capacity planning, etc.  The IP includes a proposed cost and schedule. The PMO evaluates the IP and in conjunction with the functional community decides which pieces of the proposed plan to accomplish. The PMO prepares and issues a task order for the design and implementation activity.

More than one increment can occur at a time, depending on requirements and available funding.

Section 7.8, Sustainment and Support, describes how changes to the EDW’s existing capabilities are handled.

1.25 Design and Implementation

Design and Implementation is conducted in accordance with validated requirements and approved implementation plans. While each Increment is unique, the EDW employs the following implementation guidelines:

· The EDW will be populated with select transaction-level data based on the business and functional requirements.  To the extent possible, the data sources will be the origination point of the business transaction based on availability, quality, and completeness.  The frequency of the data will be determined by both business requirements and business process workflow.   

· Commercial-Off-The-Self (COTS) software will populate the EDW by extracting data near-real-time or processing extracted data at the required intervals.

· Data population will include extracting the source data at the transaction-level of granularity, transforming the data into a standard format, validating the data against business rules, and loading the data into the warehouse.  Data population will also include extracting data from the warehouse to populate business specific data marts, analytical tools, and management information systems.  To the extent possible, a single metadata-driven application shall be used to populate and disseminate the data.
· The EDW data will be accessed by individuals in the Air Force and other factions of the Department of Defense as well as by other Automated Information Systems (AIS), using the following means:

· Web-based Decision-Support/On-line Analytical Processing (OLAP) software

· Client-server based Decision-Support OLAP software and analysis software

· Negotiated, specified, and funded application interfaces to business specific data marts, analytical tools, and management information systems.

· To the extent possible, and consistent with Clinger-Cohen Act of 1996, the EDW will employ COTS tools to fulfill user interface needs based on business requirement, integration and security standards, and cost.

· Given the functional requirements, the EDW will perform data manipulation to identify data relationships, constraints, predictions, etc. (e.g., data mining and business forecasting).  To the extent possible, and consistent with Clinger-Cohen Act of 1996, the EDW will employ COTS tools to fulfill data mining and forecasting functions based on business requirements, integration and security standards, and cost.

· The EDW will not perform transaction processing to support day-to-day business operations.  However, data entry or specialized scripts may be required to support the metadata collection.  

1.26 Sustainment and Support

The EDW provides sustainment of its decision-support environment to ensure that the data in the warehouse is as accurate and accessible as possible. The EDW accomplishes this through providing user support, routine maintenance and emergency maintenance. As described in Section 5.0, the EDW provides user support through the helpdesk and addresses new analysis requirements for EDW users.

Problem or discrepancy reports and change requests against the EDW are analyzed, discussed, and approved at CRB/CCB meetings.  The EDW technical team develops and implements approved changes.

The EDW backs up “changed data” on a daily basis and maintains tools to quickly restore the warehouse to working order should a major failure occur.  A contingency plan is under development.

The EDW technical staff maintains the proper system security configuration of the EDW servers in accordance with Air Force Computer Emergency Response Team (AFCERT) compliance messages, DISA STIGS, and the EDW System Security Authorization Agreement (SSAA).

1.27 Quality Assurance

The EDW program closely coordinates the definition of functional requirements with the functional customer.  This close coordination ensures that the solution the EDW proposes has clearly defined expectations and will provide value to the customer. The EDW staff conducts technical reviews of design information and implementation plans prior to commencing development activities.  Validation tests are conducted in accordance with the detailed Software Test Plan, which provides the high-level system, integration, and user acceptance testing methodology that is used to ensure that the system provides the required functionality to meet customer expectations and provide quality results. A requirements matrix is used to assist in verifying that all the requirements have been met during design and development processes.  This matrix and the results of actual system, integration, and user acceptance testing will be documented in the EDW Software Test Description/Report.

1.28 Risk Management 

The risks outlined in the following section have been initially identified for the EDW program.  The EDW PMO will continuously reassess the risks involved.  Discussions concerning risk assessment occur at regularly scheduled Program Management Reviews in which EDW program presents current status on cost, schedule, and performance issues.  Mitigation plans are formulated and executed to reduce the credible risk areas.

1.28.1 Risks Identified

The following risks have been identified:

· Customer needs and expectations grow faster than the environment’s capability to respond.

· Resistance to change will be encountered from users and technical support personnel.

· Technology advancements may outpace EDW’s implementation plans.

· Senior Level or war-related taskings will compete planned data discovery activities for resources.

1.28.2 Mitigation

The above risks are mitigated by the following actions and approaches:

· By using an incremental approach, the information is broken down into smaller, more easily integrated segments.  This also allows for quick deployment of those smaller segments, grouped by similarity of business functions.  This allows for the incremental deployment, while maintaining the information’s currency and the warehouse’s relevancy to today’s business challenges.

· By involving the source system in the business discovery and analysis tasks, the walls of resistance are broken down by the constant communication required to accomplish these tasks.  This communication fosters an environment where the source system and the targeted users become part of the development team, and as such have an interest in the success of EDW.

· Each increment will look at related advancements in technology and discuss possible impacts with the GCSS-AF and user communities as appropriate.  Functional and technical enhancements will be prioritized and considered together to provide the best overall value for the customer.

· The PMO will continue to articulate proven (fielded) and expected (planned) combat support value to the Board of Customers, stakeholders, and the user community.  These individuals and groups become the EDW’s advocates, imparting a de facto mission critical status to the EDW.  As the EDW becomes the source of choice for combat support business intelligence, the probability of loosing development resources to new and unproven projects diminishes. 

Acquisition Strategy/Plan

The EDW program will be executed using a three-phase approach.  Phase I, Benchmarking, was completed in September 2000 and consisted of data warehouse technology analyses, commercial market research studies including a Gartner Group study on large-scale data warehouses, and the transfer of excess data warehouse hardware and software from the Y2K effort to the EDW.     Phase 2, Enterprise Proof-of-Concept, is our present phase. This phase consists of several implementation increments, each adding decision-support capabilities for the logistics domain. An integration contractor was competitively selected to create and sustain the data warehouse environment during this phase.  Phase 3, Follow-on Acquisition, will take the results of the Proof-of-Concept and craft a program to include the entire Air Force enterprise. 

Table 4.  Acquisition Strategy/Plan

	Phase I – Benchmarking

	Technology Analysis

	West Coast Trip/Gartner Study/Wal-Mart Trip

	HW/SW Move/Installation (AF Owned)

	 

	Phase II – Enterprise Proof-of-Concept

	Increment I – REMIS (Aircraft Data)

	Spiral I - Functional & Data Analysis

	Spiral II - Design and Implementation

	Increment II – Complete REMIS/CEMS/G081

	Spiral I - Functional & Data Analysis

	Spiral II - Design and Implementation

	Remaining REMIS Data

	G081

	CEMS

	Increment III – Asset Management & Requirements Management

	Spiral I - Functional & Data Analysis

	Perform Functional & Data Analysis

	Final Implementation Plan Delivery

	Initial Cross-Functional Capability

	Increment IV – RAMPOD/Pilot History/Other Maintenance

	Increment V – Selected Other Supply/Transportation

	Increment VI – Finance/Contracting

	 

	Phase III – Follow-on Acquisition


Appendix A Definition of Decision-support Terms

Ad Hoc Querying:
Examination of underlying facts or principles specific to a particular end or question at hand without consideration of wider application – characterized by seeking specific answers.  After receiving hard copy reports, business users have additional questions that are submitted “free form” and ad hoc to the database without the need for highly skilled programmers. 

Customer:
In strict context, the customer is the entity or organization that contracts the service level agreement (SLA) and provides the funds to develop an EDW capability.  (In EDW’s case this is AF/IL and AFMC/LG.)  But by extension, customer organizations fund work either because they need the service or capability themselves or other “extended customer” organizations have petitioned them to fund the work. In either case, the customers are still very much invested in the program’s success (cost, schedule, and performance).  Although there is a specific context for a user, a customer, and a Warfighter, it is still possible for an individual to be all three at once.
Data Mining:
The tool identifies the hypothesis, and it tells the user where in the data to start the exploration process.  The purpose of data mining is to yield new business information by identifying new correlations between data.  The activity of data mining is “back-office” and is characterized by seeking new questions.  Data mining inherently requires a certain amount of application-specific data manipulation in order to yield effective results using analysis techniques that are not new – some algorithms have existed for over 20 years.  Data mining tools are typically classified by the type of algorithm that they employ – the four most popular types of data mining are association, sequence, clustering, and predictive modeling.

Decision Support:
The combination of reports, ad hoc query, OLAP, and data-mining capabilities available to assist the decision maker.

Inquiry:
1 : examination into facts or principles : RESEARCH
2 : a request for information
3 : a systematic investigation often of a matter of public interest

Investigate:
to observe or study by close examination and systematic inquiry;  to make a systematic examination; especially : to conduct an official inquiry
OLAP:
On-line Analytical Processing: To perform multi-dimensional analysis by having interactive access to data from a variety of perspectives to ask many questions – each question relating to the answers and details of the previous question, drill-down into more detail, and to organize the results.  OLAP has very different HW/SW/DB requirements than On-line Transaction Processing (OLTP) for scalability and response time.

Query:
Noun: 1 : QUESTION, INQUIRY
2 : a question in the mind : DOUBT
Verb: 1 : to ask questions especially with a desire for authoritative information

2 : to ask questions about especially in order to resolve a doubt

Reports:
The most basic and pervasive form of decision-support.  The delivery of timely, accurate reports focuses on well-defined, well-understood business questions.
Research:
1 : careful or diligent search

2 : studious inquiry or examination; especially an investigation or experimentation aimed at the discovery and interpretation of facts, revision of accepted theories or laws in the light of new facts, or practical application of such new or revised theories or laws

3 : the collecting of information about a particular subject 

Search:
1 : to look into or over carefully or thoroughly in an effort to find or discover something: as a : to examine in seeking something <searched the north field> b : to look through or explore by inspecting possible places of concealment or investigating suspicious circumstances c : to read thoroughly

User:
A user is anyone who actually uses the system – either directly (hands-on decision-support queries) or indirectly (a manager who uses the information from a subordinate’s report).  Although there is a specific context for a user, a customer, and a Warfighter, it is still possible for an individual to be all three at once.

Warfighter:
The term Warfighter collectively refers to the Joint Chiefs of Staff and the Joint Staff, the Combatant Commands and all organizations and people under the operational or tactical control of a Combatant Command.  [DII Master Plan, Version 8]  In the context of this document, Warfighter ranges from commander to logistician and includes every member of the Air Force Enterprise who needs readily accessible combat support information to perform analyses and make decisions in support of the Air Force mission.  Although there is a specific context for a user, a customer, and a Warfighter, it is still possible for an individual to be all three at once.

Appendix B Definition of EDW Components

EDW Components of the Enterprise Architecture

(See Figure 3, page 10 - End State Architecture for components discussed in this appendix)

B.1.0 Data Warehouse

Enterprise Data Warehouse

The Enterprise Data Warehouse (EDW) is a collection of transaction-level detail records at the required level of granularity, encompassing the analytical, operational, tactical, and/or strategic data required for the USAF to support the Warfighter.  The approach follows the best practices methodology developed in the commercial world of incrementally adding business functional areas to the warehouse.  The data warehouse contains the enterprise-wide transaction-level detail data, plus some summary and aggregate information, across business area functions for the purposes of performing analysis and generating decision-support information.  The data warehouse, in turn, feeds primarily single-function, dependent data marts that are used for analysis within a particular business area.

A classical data warehouse is a database with nonvolatile, time-variant data organized to facilitate analytical queries at the enterprise level.  Metrics are identified, calculated and stored in fact tables.  Dimension tables, containing the factors for the calculations, are linked to the fact tables enabling the analytical tool to roll-up, drill-down, or slice and dice the data.  The level of detail contained within the data warehouse is dictated by the lowest level of granularity required for analysis of the data. Not all data in the enterprise is required, nor is every transaction needed in its lowest detail form.  Some aggregation calculations in addition to the metrics are performed on the data as it is loaded into the warehouse.  

The ETL tool (described in section B.6.0), reading from the source transaction systems, transforms the transaction-level detail into analytic data and populates the structures within the data warehouse.  It also may be used to refresh the data marts supported by the warehouse.  The analytical tools (described in section B.4.0) will access this data for queries, modeling and reporting purposes.  The Data Integration Services, future GCSS-AF Services, and Portal tools (described in sections B.5.0 and B.3.0 respectively) will connect the information contained within the data warehouse with information located elsewhere in the Enterprise Architecture.  

B.2.0 Data Marts

Data Marts in the Enterprise Architecture

In the existing Enterprise Architecture, the current independent data marts that are receiving their data from source transactional systems will move to a dependent status, and receive their source data from the EDW.  This move will be gradual.  As the business area and functions related to the data marts are added to the warehouse, the data marts will alter their source to the EDW.  This will enforce the vision of “a single version of truth” while continuing to service the data marts’ existing customers.

Data marts are highly focused mini-data warehouses containing analytical data tailored to a single business area or function.  They may contain small amounts of overlapping data; however, given that they are single-sourced from an enterprise level warehouse, the overlap will not create multiple versions of the “truth.”  The data marts are configured for ease of OLAP tools and related reports, and to facilitate data mining.

The data marts will be populated using the ETL tool or the Data Integration Services tools (described in sections B.6.0 and B.5.0, respectively).  The Data Integration Services tools may also be used to perform analysis on data residing in two or more data marts, thus reducing the possibility of redundant data in the data marts.  The analytical and reporting tools (described in section B.4.0) will connect to the data marts for analysis and modeling of the data, thus reducing the number of users directly connecting to the data warehouse.

B.3.0 Portal

Portal in the Enterprise Architecture

The Portal is designed to be the main user interface into the AF information environment.  A portal is a window into the systems and information available within the enterprise.  Access to information is provided based on the role or function performed.  This software allows the user to configure what information is presented, what type of reports the user needs, presents the most recent issuance of the report, and may allow the Analytical Tools (described in section B.4.0) to publish historical reports as well.  A portal also includes web/intranet search capability, and collaboration software to enable the business user to find the information necessary for decision-making.

This is the first face of the presentation services with which the user interacts.  Upon logging into the portal, it will present the user with the items – reports, query result sets, and general information – that the user has indicated is necessary to the job.  The portal will enable the user to search various portal-connected information sources for keywords and related documents.  This searching capability enables the user to benefit from additional sources of information not previously available – due to either geographic location or general knowledge of existence.

The portal has modules for virtual collaboration, and project scheduling and tasking.  The virtual collaboration functionality allows multiple people, potentially geographically dispersed, to contribute information and tracks discussion threads of the commentaries.  The encouraged use of this portion of the portal will enable capture of the contributors’ implicit knowledge to share with others in the enterprise who encounter similar challenges.  The portal, while capturing this information, may not retain it beyond a few months.  The implicit knowledge captured may be added to the warehouse at some future time for purposes of analysis.

With connectivity to the data integration services component, the portal then becomes a window to the data required for assessing the status and health of the user’s business area.  In one location and with a single login, the portal enables the user to access, to query and to organize the required information.  With process and/or application integration modules, the user has one place to go to accomplish tasks for the day.  

The user interface is intuitive, requires little training and has extensive on-line help for the non-technical business user.  The portal is user configurable without compromising access limitations.  The user sets triggers and flags for the type or source of reports the user needs; these will be displayed or linked to the user’s main page upon login.  This enables the user to have a single place from which to start looking for information.  The user can also construct queries to the portal-accessible data sources and apply business rules to conditionally display certain information if critical thresholds are breached – ascending or descending.

B.4.0 Analytical Tools

Analytical Tools in the Enterprise Architecture

In the presentation services of the Enterprise Architecture, there will be multiple Analytical Tools.  These tools will be able to support Standard Metrics and Ad Hoc queries and reporting, to fulfill trending/forecasting and decision-support information requirements, and to perform statistical analysis and modeling of the data contained within the warehouse and to present the user with the results.  These tools will also facilitate navigating the data with drill-down or drill-through capabilities allowing the user to understand why the results occurred in addition to what the results were.  

The two basic types of tools that will be used with the data in the warehouse are On-line Analytical Processing (OLAP) and Data Mining (DM).  OLAP tools provide navigable multi-dimensional reports allowing the user to slice and dice the data in order to see the pre-identified statistics in relation to the user’s focus.  DM tools model the data for either problem identification or planning purposes.  

OLAP uses the statistics and correlations identified at the time of warehouse construction called measures or facts.  These metrics are identified and business rules are documented during user interviews.  The OLAP tool allows the user to easily switch between the dimensions of the report and select the metrics to view.  This is the main reporting tool of the warehouse.

DM uses data in the warehouse to create a statistical model and identify apparent correlations in the data that may not have been identified during the construction of the warehouse.  Some of the types of analysis performed by DM tools are predictive modeling and unidentified correlations.  They also have drill-down capabilities to allow the user to tighten the focus of the analysis.

These tools are web and graphical-user-interface (GUI) based, with automated reports, event triggers, broadcasted alerts and links available via the portal.  They are the primary, direct user interface into the data warehouse and the data marts.  The Analytical Tool(s) is also configured to access the Data Integration Services component so the analyses can be performed on operational data and other data sources in conjunction with data in the warehouse.  While the portal is the “first face” to the user, and while the Data Integration Services connect operational/transactional data and informational/decision-support data, the analytical tool(s) allows the user to pose questions and receive answers from the information at hand.

B.5.0 Data Integration Services

Data Integration Services in the Enterprise Architecture

Data Integration Services are designed to access, transport and manipulate data, and also to allow presentation to the user upon demand without the requirement of an additional data store.  This software is a collection of middleware products specializing in transportation of transactions, regardless of the source system or data format.  

Three basic processes within the middleware products allow the transportation of data or the creation of a data source bridging the operational and the decision-support data sources to provide an integrated view of both.  The first process is that connectors or adapters allow access to the source data and the data dictionary contained within the data source.  The second process is the collection and manipulation of metadata associated with the source data.  The third process is the capability to publish/load data into the target system (for transportation).

The Data Integration Services tools must be able to connect to the refreshed systems in modern relational databases and the legacy systems in many non-relational data sources, some of which are proprietary.  The Data Integration Services must also allow access to data in the systems that are not contained in the EDW currently, as well as decision-support data in the warehouse.  This will allow the presentation of decision-support data joined with data in transaction-based system(s). 

The Data Integration Services allow the collection of necessary metadata to enable the tools to identify the data source from which the data element is drawn.  These metadata pointers can then be manipulated to create a data model within the middleware tool such that a query posed to that model can read the data contained within the source system and return it to the tool/user that sent the query.  These models are not constrained to stay within a data sources’ boundaries, but enable the model to be built from data elements existing in any data source to which the Data Integration Services tools are connected.

The Data Integration Services component is the interface point between the presentation layer – portals, analytical tools, etc. – and the source systems for the data not housed within the EDW.  This allows the analytic tools to access, analyze and present result sets of historical and real-time data for further analysis and decision-making.  This also allows the portal to facilitate ad-hoc querying of data and retrieval of information.

The role of the Data Integration Services within the Enterprise Architecture is that of “a watchdog combined with an information operator” – it points the presentation layer tools in the right direction, and lets through only those users with the correct access privileges.  It stands at the cross roads between the actual data stores and the users, and therefore must be capable of handling the large volume of users and data activity.

B.6.0 Extract, Transform, and Load (ETL)

ETL in the Enterprise Architecture

In the Integration Framework of the Logistics Data Environment, there will be an Extract, Transformation and Load (ETL) tool.  This tool is designed to extract large amounts of data, perform business rule transformations on the data, and load it into a data warehouse in an automated fashion – both scheduled and/or event driven.  The ETL tool can also be used to refresh a dependent data mart from a data warehouse.

For the Logistics Data Environment, the ETL tool must be able to communicate and extract data from the wide variety of mainframe and mid-tier platforms employed by the USAF, apply cleansing routines, complex business rules, and load the data within a restricted timeframe.  The data sources range from indexed sequential files to relational databases, using open standards and proprietary data formats.  The extraction capabilities must include this broad range of data sources.  

The quality control on the data input into the transactional systems has not been consistently enforced; thus, there are data quality issues to be addressed and cleansed as much as possible during the transformation process.  In addition, some of the business rules that need to be applied and enforced during this process are complex.  The transformation engine will be able to handle both data cleansing and the application of business rules to extracted data. 

The data must then be loaded into the target database, to be accessible by the beginning of the working day.  The volume of data varies cyclically over the course of time, peaking at end of month, end of quarter and end of year.  In the Logistics Data Environment, some data will be loaded daily, some hourly, and some less frequently.  The target database has bulk load, simultaneous load and fast load utilities that can be leveraged to ensure that the loading process is accomplished without impact to the usability of the warehouse and data marts.

B.7.0 Metadata services

Metadata Services Defined

Metadata Services provide numerous pieces of information about the data available in the Enterprise Architecture.  This component, whose capabilities may be shared across several elements including the Metadata Library, is a comprehensive information directory about the various pieces of Enterprise data.

Metadata Services provide three primary enterprise capabilities, which may be implemented in part or in total depending on the maturity of the enterprise.

· AIS analysis, development, modernization, and life-cycle maintenance capability— users of the enterprise need the ability to quickly understand what data exists in which systems, what data is contained in which interfaces, and the ability to know unambiguously what that data means and how it is formatted.  This is vital information to the people and tools involved with any system that is changing (whether for development, modernization, or maintenance – which is virtually every system operating today.  The benefits of this capability are in cycle time and labor savings, in the potential elimination of data redundancies, in the reduction of dirty data, and in the significant data-quality improvements that accrue from better data and metadata management.

· Data warehousing and business intelligence support capability—the most basic metadata management problems for data warehousing involve business fundamentals such as data semantics and ownership.  For example, a challenging task is describing what a data element is and who “owns” the rules for that data element, including when and how it can change.  Metadata services also are critical from a business intelligence point of view for developing and fielding a coherent enterprise information picture.  Metadata Services can provide these kinds of answers, which are a prerequisite for the EDW to fulfill its responsibility of presenting “known good” information to its users.

· Active metadata—is a service that provides metadata information directly to integration tools such as information brokers, web services, or ETL capabilities to support system-to-system connectivity.  While the potential savings in cost and time to implement system-to-system interfaces using this type of service is substantial, the other two services need to be mature before Active metadata services are feasible.

The Metadata Services capabilities identified above generally are performed on some level (often by more-or-less “manual” analysis) by individual AIS and data warehousing projects.  Although the Metadata Services capabilities identified above sometimes are performed independently, per Gartner and other industry experts, the best sustainable enterprise metadata capability results when these services are “cumulative” in nature; i.e., the development of a comprehensive analytical metadata facility serves as the foundation for data warehousing/business intelligence support, and the leveraging of both of these capabilities will provide the core of any desired active metadata functions. 

Metadata Services in the Enterprise Architecture

The definitions and properties contained in, and managed by, Metadata Services are both mission-oriented and application-development-oriented.  Additionally, usage audits (e.g., who is using this piece of information, how often, etc.) can be captured, and, in the near-term future, other non-data-element-oriented metadata (e.g., component libraries) will be able to be stored and/or managed by Metadata Services.

The mission-oriented information about the data includes the business rules governing each data element, its business definitions or functional meaning, and the functional path (i.e., information evolution) that the data element takes during its lifecycle.  The services will provide information to identify whether the data is operational, decision-support, or available in both locations.  The reports and business areas using the data element will also be captured.

The application-development-oriented information includes the characteristics of the information at the data level, algorithms applied or calculations performed in accordance with the business rules, and the technical path (i.e., data flow) that the piece of information takes during its lifecycle.  The technical portion of the metadata services identifies all touch points in a data flow—which systems or databases contain the data element, where it is generated, what systems use it and perhaps modify the data (and how), and all systems through which the data in question flows via interfaces—and what synchronization effort is required.  If the data element is moved from an operational application to a decision-support environment (data warehouse/data mart), then the technical details of any transformations applied to the data element are documented.

Additionally, data models and information flow diagrams are stored and documented in the Metadata Services’ metadata store.  The Metadata Services will be flexible enough to accept imports/exports from the other tools into/out of the library such that it becomes the authoritative source of data models and data definitions across the enterprise.

Metadata Services Interaction with the EDW

As a result of the IL Data Summit, 4-6 December 2001, IL is developing an implementable “Metadata Action Plan” to describe/govern the growth of the Metadata Services in accordance with the Metadata CONOPS (in draft form at this writing).

What will emerge by the end of FY 2002 is a set of Metadata Services components based on the IL Metadata Library (MDL), using its metadata store as the basis for an enterprise metadata capability, and providing extensions needed for data warehousing and other users.  The draft of the Metadata Action Plan recommends that the EDW leverage the Metadata Library metadata store as the basis for the EDW’s metadata store, via information brokering or some other dynamic database synchronization with the EDW’s planned ETL metadata store, and that the content of EDW’s ETL metadata store be synchronized back into the MDL to automate the maintenance of the Enterprise metadata needed to share Metadata Services across the Enterprise in accordance with the approved Data Architecture and Strategy.

Some of the MDL data flow mapping and analysis capabilities will be immediately useful to the EDW development for the identification of authoritative sources of data, for data quality analyses, and for understanding the business meanings of the data contained in various source AISs.  This will result in significant timesaving and quality improvements in the development of business intelligence “universes,” and in the development/transition of additional business intelligence software and data mining tools and products as user interfaces to the EDW.

Other desirable Metadata Services capabilities may need to be developed in the course of this effort to satisfy EDW needs, extend existing MDL features, or to add future Enterprise Metadata Services enhancements.  The Metadata Services metadata population in support of EDW will follow the growth plan presented in the Metadata Action Plan; target the key migration systems and their feeder systems for metadata loading and mapping to dovetail with the EDW’s data population schedules and the AISs’ modernization schedules.  This “just in time” approach will mitigate schedule risks and reduce the overall effort for extracting and validating the source metadata, in support of transforming, validating, and loading the desired data into the warehouse.  Metadata-driven tools are being examined to assist in connecting to systems’ source data and data dictionaries, collecting and manipulating the metadata associated with the source data, and passing this information to the EDW ETL for publishing/loading data into the warehouse.

Appendix C LIST OF ACRONYMS

	AF
	Air Force

	AFCERT
	Air Force Computer Emergency Response Team

	AFI
	Air Force Instruction

	AFMAN
	Air Force Manual

	AFMC
	Air Force Materiel Command

	AFP
	Air Force Portal

	AIS
	Automated Information System

	API
	Application Program Interface

	AWP
	Awaiting Parts

	C&A
	Certification and Accreditation

	CAMS
	Core Automated Maintenance System

	CAMS-FM
	Core Automated Maintenance System For Mobility

	CBT
	Computer Based Training

	CCB
	Configuration Control Board

	CEMS
	Comprehensive Engine Management System

	CINC
	Commander-in-chief

	CIO
	Chief Information Officer

	CLI
	Call Level Interface

	CM
	Configuration Management

	COE
	Common Operating Environment

	CONOPS
	Concept of Operations

	COTS
	Commercial-Off-The-Shelf

	CR
	Change Request

	CRB
	Change Review Board

	CS
	Combat Support 

	C2
	Command and Control

	C4I
	Command, Control, Communication, Computers, and Intelligence

	C4ISR
	Command, Control, Communication, Computers, and Intelligence, Surveillance, and Reconnaissance

	CSRD
	Communications & Information Systems Requirements Document

	DBMS
	Data Base Management System

	DoD
	Department of Defense

	DR
	Discrepancy Report

	EDW
	Enterprise Data Warehouse

	ETL
	Extract, Transform, and Load

	ESC
	Electronic Systems Center

	FIPS
	Federal Information Processing Standards

	FoS
	Family of Systems

	GCSS–AF
	Global Combat Support System–Air Force

	IA
	Information Assurance

	IATO
	Interim Authority to Operate

	IAW
	In Accordance With

	IDEF
	Integrated Definition

	IF
	Integration Framework

	IMDS
	Integrated Maintenance Data System

	ISMT
	Information System Management Tool

	IT
	Information Technology

	JTA
	Joint Technical Architecture

	JV2020
	Joint Vision 2020

	LG
	Logistics

	LRU
	Line Replaceable Unit

	MAJCOM
	Major Command

	MC
	Mission Capable

	MICAP
	Mission Capability

	MSG
	Materiel Systems Group

	NIPRNET
	Non-secure Internet Protocol Router Network

	NMC
	Not Mission Capable

	O&M
	Operations and Maintenance

	OA
	Operational Assessment

	ODS
	Operational Data Store

	OLAP
	On-line Analytical Processing

	OLTP
	On-line Transaction Processing

	ORD
	Operational Requirements Document

	OSSP
	Organization’s Standard Software Process

	OV
	Operational View

	PC
	Personal Computer

	PDA
	Personal Digital Assistant

	PDS
	Personnel Data System

	PKI
	Public Key Infrastructure

	PMI
	Program Management Institute

	PMO
	Program Management Office

	RAMPOD
	Reliability and Maintainability for Pods

	RDBMS
	Relational Database Management System

	REMIS
	Reliability and Maintainability Information System

	ROM
	Rough Order of Magnitude

	SBSS
	Standard Base Supply System

	SCS
	Stock Control System

	SLA
	Service Level Agreement

	SPD
	System Program Directorate

	SQL
	Standard Query Language

	SRU
	Shop Replaceable Unit

	SSAA
	Systems Security Authorization Agreement

	TAV
	Total Asset Visibility

	TCTO
	Time Compliance Technical Order

	UI
	User Interface

	URL
	Uniform Resource Locator

	USAF
	United States Air Force


Appendix D FREQUENTLY ASKED Questions by the Users

Enterprise Data Warehouse (EDW)

Frequently Asked Questions

1 November 2002

Prepared for 

EDW Users

by

MSG/ESD

1.  How do I navigate to the Enterprise Data Warehouse home page?
This will take you to an EDW Page ( https://www.ilspo.wpafb.af.mil/edw/ ) . Click on the EDW Login link on the left navigation bar to go to the EDW login page (https://edw.day.disa.mil/)

2.  How do I gain access/permission to the Enterprise Data Warehouse?
1. From the EDW Home page (https://www.ilspo.wpafb.af.mil/edw/) navigate to the Request Access screen (https://www.ilspo.wpafb.af.mil/edw/requestform.htm ) and follow instructions.   

2. You can also get to this same screen from the EDW Login page (https://edw.day.disa.mil/ ) by selecting the Access Request Form option in the left frame.  This will also get you to the Request Access screen (https://www.ilspo.wpafb.af.mil/edw/requestform.htm ).  Once there follow instructions.   

3.  What Browsers are compatible with EDW?

1. From the EDW Login screen (https://edw.day.disa.mil/ ) select Check Browser Compatibility from the left frame.  Follow instructions. 

2. To identify the version of the (IE) browser that you have, select Help from the browser menu bar.  Then select About Internet Explorer from the drop down menu.  The version of Internet Explorer is identified here.

3. If you have an incompatible browser, put in a help desk ticket.

4.  From the EDW Login page I was navigating to the EDW Program Office but I got the following error.  Does this mean access is restricted?: 

“HTTP Error 403

403.6 Forbidden: IP address rejected
This error is caused when the server has a list of IP addresses that are not allowed to access the site, and the IP address you are using is in this list.

Please contact the Web server's administrator if the problem persists.”

1. If you are coming from “.mil” outside of WPAFB you should be able to get there.  First, be sure you have a compatible browser. If you can’t access the login page try to access the EDW’s program office page at https://www.ilspo.wpafb.af.mil/edw/. If you can access the program office page and not the EDW login page, contact the DISA help desk to report the problem at DSN 787-3251 or Commercial 937-257-3251 or by email at helpdesk@day.disa.mil.  If you can’t access either web site, contact your network administrator or workgroup manager for assistance.

2. If you are within WPAFB, then the EDW web server must know from which IP address you are accessing it. The best way to ensure this is to force your browser to go through the base proxy server. If that doesn’t work or is not feasible, report the problem to the DISA help desk and be sure to give the following information to the agent.

a. Enter a DOS or cmd prompt on your workstation

b. Type the command ipconfig and hit the enter key

c. Note the Default Gateway provided and tell the agent

d. The EDW needs the Default Gateway address to open the web server to allow you access.

5.  How do I change my password?

1. Once you’re in EDW, select OPTIONS from the left frame

2. Select PASSWORDS from the Personal Options Bar

3. Make changes.

4. Press Change-Password button.

5. For further assistance with password changing or resets, contact the MSG VIC

6.  How do I change the start screen?

1. Once you’re in EDW, select OPTIONS from the left frame.

2. Select one of the Default Start Page Options and APPLY ALL CHANGES 

3. If you want to customize your EDW portal (My InfoView) select CUSTOMIZE YOUR START PAGE.  Select configuration options (wizard with several screens) and apply all changes.

7.  How do I send a document to someone else?

1. Open Document

2. From the EDW menu bar select SEND.

3. Complete Description as required.

4. Select Refresh Options as required.

5. Select EDW User(s) from dropdown list

a. Select single EDW user

b. Multi-Select

i. Contiguous – While holding SHIFT key click on first and last EDW user in contiguous list from dropdown box

ii. Non-Contiguous – While holding CTRL key click on each desired individual EDW user from the dropdown box.

6. Press SEND

7. You will not receive confirmation.  Recommend contacting addressee to verify receipt.

8.  Someone just sent me a document but I didn’t get it.

1. From EDW InBox Documents select REFRESH LIST from the EDW menubar.  

9.  How do I delete a document in my In Box?

1. Three ways:

a. If InBox is configured to Compact View click in the CheckBox to the left of the EDW document. Then Select DELETE from the EDW menu bar.  A Delete Confirmation screen will give you the option of proceeding or canceling.

b. If InBox is configured to Expand View click on the DELETE option in the description section of the EDW document.  A Delete Confirmation screen will give you the option of proceeding or canceling.

c. Open the document.  Then Select DELETE from the EDW menu bar.  A Delete Confirmation screen will give you the option of proceeding or canceling.

10.  How do I know the currency of the data in an EDW document?

1. This requires a two-fold answer

2. First, regarding source data.  Data latency depends on the frequency the EDW pulls data from the originating source system. For maintenance data, there is a maximum one-hour latency between when data enters a source data system (e.g. CAMS) and when the EDW gets the data.  Supply data is typically up to 24 hours old (except D200A inputs are quarterly).  Further upstream, there is an undetermined time lag between when the event actually occurred and when the event information was entered into the source data system.

3. Second, regarding EDW update of documents.  Data currency can also be affected by the manner in which EDW documents are refreshed.  Documents can be saved so that they refresh the underlying data in one of two ways:  Refresh When Opened or Refresh Manually.  Documents with complex or extensive underlying queries are often saved to Refresh Manually to improve user response times and to conserve system resources.  

a. To check the refresh date/time of an EDW document Open the document.

b. The Last Refresh Date/Time stamp is located in the top right portion of the screen under the EDW menu bar.  If this document is not configured to Refresh When Opened (a SAVE Option) then the data could be old.  

c. To refresh select REFRESH from the EDW menu bar.

d. Have patience while the system reruns the underlying query for this EDW document.

11.  When I see “Partial Results” on a document, what does it mean?
1. Although it may look like a query executed successfully it could be the case that less than 100% of the records in the solution set are returned.  This is what is referred to as, “Partial Results.”  A note of caution, however, is that the records will not necessarily cut off at the end of the report but may cut off records at the end of each category within the report.

2. Frequently, when queries are run for all MDS’s a partial results answer will result, especially when working with TCTO data.  

3. This will occur when the query or solution set exceeds certain constraints set by the administrator.  In short, these constraints relate to either the amount of time it takes a query to execute or the number of records a query returns.  Currently, queries are set to time out at 20 minutes.  Each of the EDW universes have different result size constraints:  Status – 5,000 records; Configuration – 20,000 records; Maintenance – 50,000 records.

4. To resolve the time out or partial results issue, filter the data from the conditions screen and re-run the query.

12.  My query result for Possessed Aircraft includes some commands that don’t exist.  

1. You know you have some old data when you see “CMB” listed in the Assigned or Possessing Command field.  This is short for Air Combat Command and is making reference to historical data.

2. An aircraft is Assigned to and Possessed by commands at some geographic location.  This is a piece of knowledge about an aircraft that is stored over the dimension of time.  Currently, you can make inquiries of aircraft assignment or possession with respect to different slices of time:  Current; As Of a certain Date; Within a particular Date Range; or within the last two years.

3. Since these time slices are common filters of assigned or possessed aircraft that tend to be used over and over again, EDW has designed these filters at the system level.  When creating a document, you can access these filters from the objects panel while viewing the conditions tab.  The filter object icon looks like a little yellow funnel and will only display from the conditions view and not from the results view.  To apply the filter, just drag the appropriate filter to the conditions frame.
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� Original requirement was received from Mr. Oscar Goldfarb for a Maintenance data library. This resulted in a Service Level Agreement (SLA) with REMIS (G099). After work began, this concept evolved into the EDW. The current EDW requirement was received from Lt. Gen. Coolidge, Mr. Ron Orr, Ms. Virginia Williamson, and Mr. Grover Dunn.





� Currently, the EDW is working under a FY03 SLA funded by IL and LG. This SLA directs the acquisition of data from the CEMS, G081, Asset Management (SBSS, SCS, etc.), and Requirements Management (D200, etc.) data sources. The SLA also includes the development of predictive analysis, data mining and On-line Analytical OLAP (cross-functional) capabilities to support the Warfighter.





� Update of GCSS-AF Architecture Views with Recommendations, 8 August 2002


� Update of GCSS-AF Architecture Views with Recommendations, 8 August 2002 and the EDW GCSS-AF Migration Plan, 7 August 2002


� Update of GCSS-AF Architecture Views with Recommendations, 8 August 2002 
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