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1 Introduction

The purpose of this paper is to establish the scenario by which the government can evaluate the capabilities of the proposed Air Force Enterprise Information Management (EIM) product solution suite in terms of bandwidth and throughput.  Offerors are required to incorporate this use–case into their EIM RFQ responses to evaluate the throughput and bandwidth of their integrated product solution suites.

1.1 Scope

Information within this paper presents the use–case for evaluating throughput capacity and bandwidth requirements of the proposed product solution suite.  The use–case is to aid in establishing a relative figure of merit supporting the evaluation of the solution suite.  To provide a point of reference for all offerors, this paper provides the system topology, user community and data exchange parameters representative of the target implementation.

Response to this use–case is for evaluation purposes only and should not be construed as identifying the actual system topology, user community, or data exchange requirements for the EIM solution suite.

1.2 Background

EIM is the establishment of an integrated solution suite of capabilities providing general document, record, workflow, and knowledge management combined with a set of collaboration tools with the ultimate goal to:

Provide decision–makers and all Air Force personnel with on–demand access to authoritative, relevant and sufficient information to perform their duties efficiently and effectively
.

Development of the EIM framework is consistent with statutory, Department of Defense (DoD), and Air Force (AF) Policies, Directives, and Instructions and encompasses requirements for the streamlining of information management systems and practices.  To ensure compliance with these requirements, the Air Force Chief Information Officer (AF–CIO) directed the establishment of the EIM Program Management Office (PMO).

The EIM Program Management Office, managed through Electronic Systems Center (ESC) MSG/MM, is the mechanism to define and acquire those tools and services necessary for streamlining and standardizing Air Force information management practices and processes at the enterprise level.  The same requirements establishing the EIM–PMO, mandate the development of an architecture describing operational, system, and technical aspects of systems and frameworks such as EIM.  To accomplish this mandate, the EIM–PMO is developing the EIM architecture.

1.3 References

Directives, instructions and other document references in this paper include:

1. CJCSI 3170.01C, Joint Capabilities Integration and Development System, 24 June 2003

2. Federal Enterprise Architecture Framework, Version 1.1, September 1999

3. DoD Architecture Framework (Final Draft) Volume I, Version 1.0, 30 August 2003

4. DoD Architecture Framework (Final Draft), Volume II, Version 1.0, 30 August 2003

5. DoD Architecture Framework (Final Draft), Deskbook, Version 1.0, 30 August 2003

6. U.S. Air Force Capability Definition Document for Enterprise Information Management, 25 Nov 2003

7. Air Force Command, Control, Communications, Computers, and Intelligence, Surveillance, Reconnaissance (C4ISR) Architecture Plan, Version 1, November 2002

8. Global Combat Support System–Air Force (GCSS–AF) Integrated Framework Air Force Portal (AFP), Command, Control, Communications, Computer and Intelligence (C4I) Support Plan (C4ISP), Version 4.2, July 2003

9. A Practical Guide to Federal Enterprise Architecture, Version 1.0, February 2001, Chief Information Officer Council

10. U.S. Air Force Infostructure Enterprise Architecture (Draft), all volumes.

Use–Case Description

This section establishes objectives, structure, and parameters for this use–case.  To assist offerors, the use–case provides information defining the system topology (including hardware and software parameters), transaction characteristics, and user community.  

1.4 Objective

The objective of the use–case is to establish a relative figure of merit for evaluating throughput capacity and bandwidth requirements for their proposed EIM product solution suite.  To meet this objective, data collection includes the following factors:

· Number of database accesses the solution suite makes for document, records, and audit processing for all transactions.

· Number of accesses to on–line storage the solution suite makes during the processing of all transactions.

· Number of data transfers between solution suite components during the processing of all transactions.

· Bandwidth requirements for accessing database and on–line storage systems for all transactions.

· Time required to complete all transactions, from first request to the last response.

1.5 General Considerations

The use–case represents the environment of Air Force needs for information management at the enterprise–level, under the nature and scope of the Air Force enterprise as a whole.  

· Nature – The Air Force enterprise encompasses all information management systems to include user desktop/laptop, network server, and application/data server systems, bound through secure and non–secure, digital networks.

· Scope – The Air Force enterprise supports all personnel engaged in the creation and use of information for the Air Force, including combat and combat support, on a global basis, and within the confines of both secure and non–secure networks.

Definition of this environment includes three overarching considerations; system topology, transaction characteristics, and user community. 

· System Topology – The system topology refers to the characteristics of hardware and networks within the Air Force information management infrastructure.  In this context, the system topology includes user, geographically separated sites, digital network, GCSS–AF enclave, and the product solution suite installation systems.

· Transaction Characteristics – The transaction characteristics represent the type of transaction and the size of the data exchange.  

· User Community – The user community consists of all personnel and automating systems within the enterprise with access rights to the product solution suite.  For the purposes of this use–case, the user community excludes automating systems access to the product solution suite.

1.6 Use–Case Topology Overview

The Air Force information management, system topology consists of all active Air Force facilities with digital networks necessary to support the exchange of information worldwide.  The Air Force operates for up to 166 permanent, active facilities (see Table 1), as of 2002, supporting a military and civilian contingent in excess of 800,000.  The table does not include temporary facilities or deployed units needing access to this system.

Table 1 Air Force Major and Minor Facilities as of 2002

	Status/Location
	Major Facilities
	Minor Facilities
	Totals

	Active
	78
	9
	87

	
CONUS
	
66
	
7
	
73

	
Overseas
	
12
	
2
	
14

	Guard
	2
	65
	67

	Reserve
	4
	8
	88

	Totals
	84
	82
	166


A notional view of the Air Force enterprise topology, Figure 1, illustrates the extent of the enterprise in terms of geography of the information exchange.  The illustration does not depict all 166 permanent Air Force facilities, the intent being to illustrate the global nature of the enterprise.
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Figure 1 Notional Air Force Information Enterprise Topology

This representation depicts the to–be topology as defined in the AF Infostructure Enterprise Architecture and i–TRM documentation.  Figure 2, is representative of the EIM node connectivity, excluding those specific network nodes needed to provide connectivity, the focus is depicting the scope of the enterprise.
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Figure 2 EIM Use–Case Systems Topology, Top–Level View
The figure depicts the EIM as a service of GCSS–AF, within the GCSS–AF enclave and AF Infostructure.  EIM uses the infrastructure communications transmission system for nodal connectivity and information exchange.  This is an extremely complex topology, consisting of multiple nodes with the ability to automatically select specific routing.  Establishing a use–case modeling all components of the AF Infostructure systems topology is not practical.  Therefore, the focus of the use–case is network activity and throughput within the GCSS–AF enclave, not including the AF Portal and subscriber authentication services.

Constraining the use–case scope mitigates the complexity of the modeling problem, as Figure 3 illustrates.  
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Figure 3 EIM Use–Case Simplified Systems Topology

External components include the user community, Global Information Grid (GIG), and external/legacy data services (not depicted).  Internally, the GCSS–AF the systems topology consists of five major nodes: the Air Force Portal, GCSS–AF Services Node, Application Services Node (EIM is an Application Service Node), File Services Node, and Data Services Node.

1.7 Use–Case Detail

1.7.1 Use–Case Topology Detail

The area of interest is fully confined to the GCSS–AF Queue Node, GCSS–AF File Services Node, GCSS–AF Data Services Node, and EIM Application Services Node; assuming interaction from the GCSS–AF LAN through the EIM Web Services node is independent of the product solution suite.  Figure 4, highlights the four nodes within the primary area of interest.
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Figure 4 Bounded Area of Interest for the Use–Case

The EIM Application Services Node (hosted within the GCSS–AF Application Nodes) consists of four Sun Microsystems, Inc., Sun Fire 15K servers with the following characteristics:

· Processors – Four (Single Domain), UltraSPARC© III Cu Superscalar SPARC© V9, ECC Protected, 1.2GHz.

Memory – 32 GB RAM.

· Operating System – Solaris™ 8

Data services are through an Oracle 9i Relational Database Management System, within the GCSS–AF Data Services Node, hosted on four Sun Microsystems, Inc., Sun Fire 15K servers with the following characteristics:

Processors – Four (Single Domain), UltraSPARC© III Cu Superscalar SPARC© V9, ECC Protected, 1.2GHz.

· Memory – 32 GB RAM.

· Operating System – Solaris™ 8

· Mass Storage – 48, 36GB, FireWire hard drives.

File services are through a File System Services Array consisting of four Sun Microsystems, Inc., Sun Fire 15K servers with the following characteristics:

· Processors – Four (Single Domain), UltraSPARC© III Cu Superscalar SPARC© V9, ECC Protected, 1.2GHz.

· Memory – 32 GB RAM.

· Operating System – Solaris™ 8

Mass Storage – 48, 36GB, FireWire hard drives.

1.7.2 Transaction Characteristics

The purpose of the evaluation transaction is to represent activity between a user and the EIM product solution suite.  A transaction consists of a request to update a document version, record the updated document as the official, released version, and a conformation response; with the transaction document in a standard format.

· Request – The transaction request data includes:

· Requestor Name – 64 characters.

· Requestor Identification – 128 characters.

· Request Instruction Set – 4096 characters.

· Document – The transaction document characteristics include:

· Character Set – ASCII (8 bit)

· Document Size – 5MB.

· Document Format – XML, with publicly available Document Type Declaration (DTD), the document does not include the DTD.

· Document Content – Content sizes are:

· XML tag content is 10% (500,000 characters) of the total document size.

· Word Size Average – 9 characters.

· Sentence Averages – 15 words, 17 white space/punctuation, 5 non–indexable words.

· Image Content – Sixteen images in .jpg format with a total size of 5.5MB; referenced from the document, not part of the XML document.

· Rendering Data – The transaction does not include rendering data (instructions) such as a cascading style sheet or a XSL/XLST style sheet.

· Total Document Size – 10.5MB.

· Response – The transaction response data includes:

· Publication Format – HTML 4.0

· Conformation Content – Message with 2048 characters, single HTML paragraph.

· Document Identification Data – 4096 characters, formatted in a HTML table with six rows and five columns.

1.7.3 User Community Composition

The user community consists of the total Air Force enterprise population, excluding contractors, or approximately 800,000 users.  For the use–case, assume:

· No function, priority, or other differentiating context for users.  

· Of the enterprise population, 10% (80,000) are actively logged on to the GCSS–AF enclave at any one time.

· Of those actively logged on to the enclave, 10% (8,000) simultaneously submit transaction requests.  The focus is the 8,000 simultaneous transaction requests, not the 80,000 active users.

· Each transaction request is considered unique.

· Each document has different content

· All documents identical in size and content characteristics; see paragraph 2.4.2.

· No duplicate documents are submitted.

2 Use–Case Execution

While the preceding sections establish the context and scope for this use–case, this section details the execution of the use–case.  

2.1 Assumptions

Assumptions for system network and hardware modeling:

· Internal network type is the same as the GCSS–AF internal LAN.

· Network bandwidth is infinite.

· Network introduced signal delay is negligible.

· Network support for transaction queuing with negligible access delay.

· Transfer timing for the transaction data from the queuing mechanism to the EIM Application Server is not considered negligible.

· Data backup/replication is not a consideration.

2.2 Execution Profile

The execution profile for the use–case is quite simple: 

1. Simultaneously, 8,000 users submit individual transaction requests to:

a. Update a document.

b. Mark the updated document as the official, releasable version.

2. Return a transaction complete response for each user request including:

a. Transaction completion status.

b. Document identification information.

The use–case execution profile consists of three steps: Receive the transaction request, process the transaction, and respond to the requestor, Figure 5, illustrates this sequence.
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Figure 5 Use–Case Execution Profile Illustration

Data Required

Using the topology and hardware specifics, transaction characteristics, user community composition, and execution profile; provide the following data:

11. Time to execute all 8,000 transaction requests, from initiation of request processing to transmission of the last response.

12. Number of accesses to the queuing mechanism the product solution suite makes to retrieve transaction content for all 8,000 transaction requests.

13. Number of database accesses the product solution suite makes for document, record, and audit processing for all 8,000 transaction requests.

14. Number of accesses to on–line storage the product solution suite makes during the processing of all 8,000 transaction requests.

15. Number of data transfers between components of the product solution suite during the processing of all 8,000 transaction requests.

16. Number of activity events logged by the product solution suite, total size of all product solution suite activity logs in bytes, and the percentage of the total execution time used for logging events by the product solution suite for processing all 8,000 transaction requests.

17. Random Access Memory (RAM) requirements for processing all 8,000 transaction requests, as a function of time over the duration of transaction request processing.

18. Bandwidth requirements for accessing database and on–line storage systems for all 8,000 transaction requests, as a function of time over the duration of transaction request processing.

Present items seven and eight in both tabular and graphic form.  The representation must be in percentage of the total time to process all 8,000 transaction requests, with a minimum time interval of 5% of the total execution time.

� U.S. Air Force Capability Development Document (CDD) for Enterprise Information Management, 25 November 2003.






