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The Air Force currently has approximately 6,500 information systems of which 1,500 are local area network based and 750 are wide area network based. The Air Force user base is 1.25M military, civilian, and contractor personnel.  We have an envisioned end state to consolidate our current infrastructure and make an Air Force wide WAN.  This document provides the tenets of our design as well as some insight questions regarding industry’s “best practices.”  Please review and comment on these tenets and questions.  If any or all tenets do not seem practical we would appreciate your input on what practices would be more effective.     

General Tenets

· The Air Force plans to web enable all Air Force applications.

· The Air Force plans to implement end to end quality of service for individuals, system, and protocols.

· The Air Force plans on standardizing to a single OS (ie. Windows).

· The Air Force plans on requiring all automated information systems to be procured, developed, integrated, fielded, and supported by the central Air Force IT organization (central funding, central execution).

· The AF plans on regionalizing most IT services at 9 regional sites to support an Air Force user base of 1.25 million active duty, Guard, Reserve, civilian and contractor personnel.

· The Air Force plans on consolidating e-mail servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users) using a single platform (ie. MS Exchange).

· The Air Force plans on consolidating electronic file servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users).

· The Air Force plans on consolidating web servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users).

· The Air Force plans on consolidating print servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users).

· The Air Force plans on consolidating functional applications servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users).

· The Air Force plans on consolidating office automation applications servers to the regional sites (each regional site would be accessed over the WAN by 150,000 users).

· The Air Force plans on using hot swappable equipment for its servers.

· The Air Force plans on using regional storage area networks to backup base level user data (over the WAN).

· The Air Force plans on procuring their information infrastructure (network, servers, and end devices) as a corporate procured, operated, and sustained item.  

· The Air Force will provide redundant wide area connections to every base.  Should these be hot swappable (both connections live with associated cost), hot standby (both connections live without associated cost), or cold standby (without associated cost) (circle one).

· The Air Force plans on limiting the amount of bandwidth consumption allowed by applications and users.

· The Air Force plans on managing and operating its own Intranet  (procured and sustained by Defense Information Systems Agency).

· The Air Force plans on using fiber for the backbone of local and metropolian area networks.

· The Air Force plans on using ATM as its LAN backbone.

· The Air Force plans on tightly controlling the configuration of the desktop and the applications.

· The Air Force plans on using an application proxy firewall.

· The Air Force plans on using load balancers for incoming traffic hitting multiple firewalls.

· The Air Force plans on protecting our enterprise network with firewall placement between our regional centers and the DoD Internet (which includes the “big internet”) along with separate security enclaves for each base connected to a regional center.

· The Air Force plans on controlling the use of ports and protocols.

· The Air Force plans on controlling access to and from the Internet and the Intranet.

· The Air Force plans on placing host-based intrusion detection systems on all servers (messaging, file, print, web, network management, and critical applications).

· The Air Force plans on conducting an extensive Total Cost of Ownership study in addition to prototyping before engaging in a consolidation and regionalization effort.

· The Air Force plans on buying (vs. leasing) storage area networks.

· The Air Force plans on acquiring enterprise licenses for all common information and network management services.

II.  Additional insight questions: 

1. How do you determine network devices, servers, and end station requirements for local, metro, and wide area networks?

· What are the expected reliability percentages for network components?

· What are the risks with each design?

· When and why would you consolidate services?

2. We intend to manage services from the regional sites.  What services (e-mail, enterprise mgt, data access, security, etc.) are better suited for remote management from the regional sites (ie. leave the servers at base-level)?  Which are better suited for physical consolidation at the regional sites? 

3. What are the best tools for monitoring, controlling, and maintaining QOS in each of the following areas:

· Network Mgt (local, metro, wide area)

· Long haul connections (owned or leased)

· Bandwidth Mgt

· Security – defense against unauthorized access (prevention, recovery and information assurance) 

4. Estimate local, metro, and wide area bandwidth requirements for consolidated networks of 2000, 10,000 and 150,000 users.

5. What is best method to upgrade existing facility infrastructure (upgrade existing copper, go wireless, etc.)?

6. How do you host special non-corporate entities and remote sites on the network?

7. Are wireless and voice and video over IP effective network concepts and what are the best technical solutions for local, metro and wide area implementation of these at high speeds with QOS?

8. What is the next generation in networking?  

III.  Additional Industry Comments:
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