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Air Force Information Enterprise

Introduction

1. In a speech to the Washington D.C. chapter of the Armed Forces Communications and Electronics Association on 18 May 2000, Secretary of the Air Force F. Whitten Peters gave a stark description of the Air Force’s information technology (IT) infrastructure environment:

Through decentralization of purchasing and system design, we have created an environment where our IT infrastructure is inappropriate for the work we are trying to do and the number of trained personnel we have to do that work. 

2. Successful aerospace operations depend on fully capable and demonstrated Air Force core competencies in a network- and information-centric joint battlespace.  Central to the Air Force’s component of this battlespace is an “Air Force Information Enterprise”.  It will enhance our command, control, and intelligence through information and connectivity and core services for all functional systems and their users.  This Air Force Information Enterprise must deliver critical information to commanders, operators, and all elements of our support community.  This enterprise is the key enabler to every Air Force core competency, links Air Force components to the joint community, and will be sustained and evolved based on this central theme.

Purpose 

3. This document provides an information enterprise vision and describes a roadmap to achieve that vision.  However, it is only a framework for what must be a long-term commitment to achieving a robust, integrated IT environment fully capable of supporting Air Force mission requirements.  New thinking requires that every functional community combine efforts to deliver a flexible, dynamic, and effective information enterprise. Traditional and current system management, acquisition, and sustainment do not allow the Air Force to leverage rapid advancements in IT, and denies airmen the information they require to perform their mission.  Past notions of how to store, retrieve, access, use, and process information must give way to leading edge information management.  Effective identification, procurement, and implementation of IT can vastly improve the way airmen, from the flight line mechanic to an air staff action officer, accesses and uses information to perform the mission.

Applicability

4. This end state applies to all Air Force organizations including Major Commands (MAJCOMs), Direct Reporting Units (DRUs), Fielding Operating Agencies (FOAs), the Air National Guard (ANG), and the Air Force Reserve Command (AFRC).  It presents overarching and unifying concepts for developing and employing an Air Force Information Enterprise throughout all echelons of command, missions, and operational scenarios.

Definition of Air Force Information Enterprise 

5. For the purposes of our envisioned end state, the Air Force Information Enterprise is defined as: 

the aggregate of people, systems, resources, and processes that provide the information availability and assurance to enable Air Force core missions.  It is not constrained by time or operating location, but assures access to the information required for decision-making and mission accomplishment.
Current Environment 

6. The Air Force today makes extensive use of information technology throughout its core mission areas.   Presently we spend over $4.9 billion on information technology to enhance our ability to transport and process information for Air Force, joint, and coalition users.   We’ve made significant strides in infrastructure improvements and in functional information systems and management processes.  However, technology now provides us the opportunity to make quantum leaps in improving AF operations.   The following areas highlight traits of the current environment needing improvement: 

6.1. No centralized authority for implementing AF IT or empowerment to operate the Air Force Information Enterprise day-to-day
6.2. Inadequate application and enforcement of standards

6.3. Too many standards

6.4. Funding of stovepipe programs

6.5. Multiple transmission systems and architectures managed by different entities

6.6. Duplication of IT processes and capabilities 

6.7. Inability to globally share resources 

6.8. Inadequate bandwidth across the enterprise – fixed and deployed

6.9. Inefficient resourcing of technologies providing reliability and availability

6.10. Lack of information assurance mechanisms to securely communicate freely across the Air Force, allies, and coalition enterprises.

6.11. IT acquisition process is unable to keep pace with rapidly changing technology

6.12. Inadequate IT training programs that provide the foundation for IT use/implementation

6.13. Limited integration/linkage of MAJCOM IT systems to the AF Enterprise model

6.14. IT career field too broad to ensure airmen become experienced IT professionals/managers; poorly defined career path for IT airmen

6.15. Insufficient number of qualified IT personnel for the assigned tasks, and difficulties in retaining IT professionals

6.16. AF IT policy lags technology availability

6.17. Lack of criteria requiring total force inclusion in software programs and processes

7. By leveraging the full potential of information technology, the Air Force can make better use of manpower, training resources, and funds to ultimately enhance mission effectiveness.  

End States  

8. Our desired end state is an environment where expeditionary airmen operate anywhere, anytime, and rapidly exploit information to effectively and securely execute operational missions faster, better, and cheaper.  This is also the vision enunciated by the Global Combat Support System - Air Force (GCSS-AF), the key program now implementing the AF Portal and Integration Framework.  To this end, a robust Air Force “information enterprise” (e-Air Force) must have a flexible and enforceable architecture that will: 

8.1. Lessen management oversight responsibilities for Air Force information

8.2. Streamline user interface with functional processes and systems

8.3. Enhance support to Expeditionary Air Force operations and complement support for the joint, total force war-fighting environment through decision quality information and tools.

9. The e-Air Force will be IT enabled, web-based, and self-service where operators can easily generate, obtain, manipulate, disseminate, and store information.  As a minimum, the required capabilities:

9.1. Provide secure means for users to:

9.1.1. Have real-time, easy access to timely, accurate and trusted information in the right format

9.1.2. Readily and easily use web-based applications

9.1.3. Work collaboratively in distributed operations environments

9.1.4. Increase situational awareness of the battlespace 

9.1.5. Personalize enterprise access to maximize their effectiveness

9.2. Provide an enterprise approach that will:

9.2.1. Be robust, available, scalable, flexible, secure, and deployable

9.2.2. Use best-of-breed technologies and products

9.2.3. Fully converge voice, data, and video

9.2.4. Provide an integrated multi-layered network with common user and application services 

9.2.5. Accommodate single network access that includes all security requirements 

9.2.6. Provide a method for life cycle management of the network 

10. A notional view of an enterprise architecture meeting these end states is outlined below
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11. We envision an incremental approach to reaching the end states.  The first increment (0) will yield initial capabilities while the following increments (1-X) will build on these.  This “building block approach” to the IT enterprise is designed to rapidly exploit evolving technology and deliver functionality to the user as quickly as possible.  Functional users should constantly evaluate their business practices and rules to exploit the capabilities offered by the rapidly evolving IT enterprise.

11.1. In increment 0, the Air Force will: 

11.1.1. Consolidate Air Force servers (emphasis on e-mail consolidation)

11.1.2. Establish an Air Force Portal 

11.1.3. Establish Air Force White Pages Directory 

11.1.4. Develop an AF Enterprise Management Policy within the CIO construct

11.1.5. Create a network applications laboratory under centralized control  to test and validate new technology in order to support rapid fielding

11.1.6. Standardize decision-quality enterprise metrics

11.1.7. Develop Project Support Agreements, as required, with functional communities.

11.2. Following up on initial success, in increments 1-3, the Air Force will move towards the tougher issues and continue to improve AF information enterprise services by:

11.2.1. Consolidating additional Air Force servers (emphasis on application servers)

11.2.2. Consolidating Air Force servers (emphasis on web servers)

11.2.3. Enhance the Air Force Portal integration with GCCS-AF 

11.2.4. Establish Air Force Directory Services (i.e. integrated security access mechanisms and full features of a field searchable directory)

11.2.5. Centralize mass storage to optimize data storage/retrieval and enable Electronic Records Management (ERM) 

11.2.6. Maintain and enforce a robust system architecture  

11.2.7. Optimize capabilities to bandwidth-limited users 

11.2.8. Increase bandwidth to meet demand and support contingency operations 

11.2.9. Developing a “Virtual University” of Computer Based Training (CBTs) available via the Air Force Portal 

11.2.10. Accelerate base-level fiber backbone installation (accomplished under the Combat Information Transport System (CITS)) and and web-enable (using GCSS integration framework) schedules in the FY 2003 Amended Program Objective Memorandum (APOM) in order to meet enterprise infrastructure requirements.

11.2.11. Develop web-based help desk/tech support via the Air Force Portal 

11.2.12. Establish a more assured/deliberate funding process for IT systems 

11.2.13. Provide a standard collaborative planning tools/capability 

11.2.14. Establish a web-based capability to identify, track, and resolve IT requirements

11.3. Looking towards the future, we must continue to rapidly integrate the appropriate new IT technology into the AF information enterprise.  Though difficult to predict, this could include the following broad capabilities over increments 4-X:

11.3.1. Converge voice, video, and data transport systems 

11.3.2. Migrate point-to-point communications to the enterprise 

11.3.3. Augment localized storage with enterprise-wide mass storage to enable global data access and disaster recovery

11.3.4. Provide a standard AF-wide workflow management system

11.3.5. Consolidate enterprise network administration including remote software distribution/administration and total asset management

11.3.6. Centrally provision in-building wiring and examine consolidation of C4I contract services to gain centralized management and economies of scale 

11.3.7. Implement a DoD search engine to provide data mining/warehouse capabilities

11.3.8. Continue upgrade of base-level comm transport CITS and GCSS-AF 

11.3.9. Develop self-defending/healing networks 

11.3.10. Consolidate voice/video/data help desk functions
11.3.11. Converge classified and unclassified data onto a single distribution system.
11.3.12. Provide the ability to send/receive data between security levels across the enterprise

11.3.13. Provide secure wireless capability and smartcard technology

Roles and Responsibilities 

12. Command authorities, CIOs, and Functional Area leadership at all levels must team to revamp policies and processes that govern the entire life cycle of information systems.  Commanders set the stage and delegate the authorities for implementation of information technology plans and programs.  Equally important is the role their designated CIOs and functional area leaders play in corporately executing those plans and programs.  Paramount to the success of initiatives defined in this document and essential to implementing a corporate IT strategy are improving institutionalized policies and processes so that they build teamwork between CIOs and functional area leaders. 

13. The following discussion delineates roles and responsibilities along phases of the IT system lifecycle. Because there are multiple uncoordinated IT fielding processes, current AF IT processes are disjointed, duplicative, and not cost effective.  Each process follows similar IT system lifecycle management phases.  However, because these systems usually originate and are funded along functional area lines, enterprise integration usually does not happen until system implementation.  Experience repeatedly teaches us that this is not cost effective.  Our envisioned end state specifies an enterprise environment based on centralized IT system management processes, sanctioned by command authorities, led by the AF CIO, and executed by a cross functional team.  This document describes AF IT initiatives and efforts to achieve integrated enterprise capabilities.  

Command Authorities

14. In all Aerospace Operations, commanders are responsible for using assigned resources to accomplish their mission.  The unity of effort necessary for cost effective design, acquisition, implementation and sustainment of operationally responsive enterprise IT systems requires careful delineation of command responsibilities at all levels.  To achieve desired enterprise effectiveness and efficiencies, this delineation may result in restructuring and reassigning IT responsibilities at different command levels.   In fact, beyond custodial and end user support responsibilities, some command levels will have no direct IT configuration, capabilities planning, or fielding responsibilities.

15. Specific command authority responsibilities include:

15.1. Commanders are ultimately responsible for the performance and effectiveness of the AF information enterprise and will provide the MAJCOM and FOA Chief Information Officer with the resources and authority necessary to deliver information enterprise services.

15.2. Commanders will establish a process for the MAJCOM/FOA CIO and all functional leadership that periodically assesses current mission and business practices for opportunities to use information enterprise services and capabilities to improve operational effectiveness.

15.3. Commanders will validate all IT requirements.  The CIO will assist by administering the requirements process and recommending priorities, but basic requirements must first be validated by commanders at the MAJCOM level and below.  At Headquarters Air Force level, standard AF requirements processes will be used to validate IT requirements under the name and authority of the SECAF and CSAF.

IT Requirements and Funding

16. Today’s IT environment is characterized by quickly evolving requirements needed to meet the dynamic environment of the Air Force.  Too often, functional communities acquire products or tools needed to meet a mission, with little concern to the effect of that product on the enterprise.  An IT requirement and funding process that has centralized control and oversight with the flexibility and responsiveness of decentralized management and execution is fundamental to ensuring the appropriate product is delivered on time, within cost constraints and compliant with existing standards.   

17. The Clinger-Cohen Act of 1996 required the establishment of a Chief Information Officer to acquire and manage IT investments in accordance with the Information Technology Management Reform Act.  As specified, the AF CIO will create and manage an oversight process to monitor all IT requirements and allocate appropriate funds.  To tackle these challenges, the CIO will create a panel or redefine an existing panel to provide direct input into a combined CIO Management Board and Air Force Board management structure.  The charter of the panel is to review validated requirements from across Air Force functional communities and make recommendations for funds allocation that ensures transport and core service capabilities are synchronized with demands of new functional applications. 

18. Specific requirements and funding responsibilities include:

18.1. As envisioned by the C4 Intelligence Support Plan, the CIO Panel will: 1) provide early and continuing visibility into program development and 2) provide a mechanism to raise and resolve implementation issues related to infrastructure requirements, dependencies, and interoperability.  The CIO Panel would operate outside of the Corporate Structure yet complement the existing process.    

18.2. The CIO Panel will take requirements and produce a common enterprise solution that takes advantage of interoperability and economies of scale.  Funding recommendations will include estimates for installation, maintenance, security issues, IT, training, and the logistics support for each requirement.      

18.3. The CIO Panel will either, directly submit funding recommendations to the combined CIO Management Board and Air Force Board structure, or via one of the existing panels.  Going through an existing panel will facilitate further refinement and possible integration with larger requirements.  In both cases, the funding recommendation clearly delineates funds needed for the functional application and funds to make requisite upgrades to enterprise network capabilities to support it. 

18.4. The CIO Panel will also reconcile disconnects that occur when funding cuts create imbalances between functional applications and the capabilities they require from the enterprise network.  The objective is to synchronize fielding of applications with the upgrading of the enterprise network capabilities. 
IT Acquisition (Design, Engineering, and Procurement)

19. Presently, the policies and processes that govern acquisition of IT for use on the AF enterprise allow for multiple functional (e.g. logistics, medical, financial, legal, and C2) paths to deliver IT systems to the enterprise.  These acquisition paths exist without the checks and balances needed to eliminate duplication of effort.   From an AF enterprise perspective, these disparate acquisition paths and processes are problematic and must be re-engineered to enable a centrally funded, acquired, and managed enterprise network.

20. Many IT system compromises are a result of exploiting a small set of well known vulnerabilities (insecure protocols and services, improperly configured hosts, etc).  These are caused by bad design, development, and implementation practices. Policies and procedures must be established to instill security into AF IT systems from their inception.

21. IT system acquisitions and their associated design engineering functions must pass a commander sanctioned, and CIO-managed review and approval process.   This process will ensure standards compliance and proper allocation of funds for applications development, integration, fielding, and corresponding upgrade of required enterprise network capabilities.  However, it must also be responsive enough to allow rapid prototyping and fielding of new capabilities.  This review process does not entail validation of functional requirements.  As described in the previous section, functional requirements validation processes are the purview of functional area leads and must meet and be approved by existing requirements review forums.  

22. An essential goal in transitioning from a validated IT requirement to a funded IT system program is to ensure that the corporate funding process equitably appropriates and distributes resources to achieve executable plans for:  1) application development (software and hardware) and implementation, and 2) necessary upgrades to enterprise network capabilities to support the application.  These reviews will also assess IT programs for compliance with enterprise transport standards, which include security, connectivity, core services use, and common operating environment (COE) specifications.  The certificate of networthiness, C4 integrated support plan (C4ISP), and certificate to operate (CTO) processes will help ensure enterprise standards compliance and will be efficiently integrated  withthe review process.

23. Specific acquisition responsibilities include:

23.1. AF CIO will publish current enterprise network standards to all acquisition activities and provide a forum for resolving standards compatibility issues. 

23.2. IT systems acquisition activities will ensure that compliance with enterprise connectivity and data standardization criteria will become part of acquisition milestone approval decisions.

23.3. During IT system design reviews, acquisition activities and AF CIO review activities will assess programs to ensure there is no duplication of infrastructure or core services that should be provided by the enterprise network.

IT Implementation

24. IT system implementation management requires careful coordination of site preparation activities, delivery of materials (when applicable), and system installation activities.  Additionally, to monitor full enterprise impact of system installations, there must be a control and orchestration function to ensure prompt response to enterprise performance problems encountered during implementation efforts.  Mid-level enterprise management activities such as network operations and security centers are best suited to perform this function and should monitor all system implementations.

25. Specific implementation responsibilities include:

25.1. Prior to implementation, and as part of the Certificate of Networthiness process, all new IT systems will be tested in AF CIO-approved test centers.  

25.2. During IT system implementations, centralized enterprise management activities will control and monitor all changes to the enterprise network.

25.3. Functional system managers will ensure IT system implementation activities will not begin system installations without approved C4ISP and CTO.

25.4. AF CIO will ensure that funds for implementing operational IT systems are not distributed/approved for obligation until C4ISPs and CTOs are approved.  This does not preclude obligation of funds to support system development and testing required to develop and update the C4ISP and/or CTO.

IT Operation and Sustainment

26. Operation and sustainment of IT resources is a shared responsibility between the communications and information community and the functional user community.  A teamed approach to providing enterprise capabilities will ensure the most operational and cost effective use of the enterprise.  

27. Functional communities are responsible for identifying operational requirements and ensuring necessary applications are developed to perform their mission areas.  The stewards of these applications are responsible for providing maximum possible automated, role-based access to the data in their applications and systems (with appropriate safeguards).  Providing access to this data is the essential purpose of the enterpirse IT system.  The functional stewards of mission applications are responsible to establish technical support centers to provide assistance to its users and to ensure their assistance centers integrate seamlessly with existing base-level, intermediate, or AF-level help functions.  The owners of the functional applications are also responsible to provide lifecycle sustainment support for their applications and to ensure systems remain compliant with enterprise technical and interoperability requirements.  

28. The communications and information community is responsible to ensure secure, reliable, and operationally available enterprise transport and computing layers for functional applications to operate on.  Those layers will provide standard levels of performance and interface parameters which functional applications must meet to operate within the enterprise.  The communications and information community will also provide network management services for all enterprise network resources, and tiered-level help functions with which functional system help centers will integrate.  

29. The Enterprise Network Operations Envisioned End State provides a structure which employs a three-tiered management hierarchy comprised of the Network Control Center (NCC) at base level, Network Operations and Security Center (NOSC) at the MAJCOM level, and Air Force Network Operations Center (AFNOC) at the Air Force level.  This current system of operations provides commanders with real-time visibility, management, and control of network resources.  Management of the enterprise network is a dynamic process, which evolves in concert with the enterprise.  As technology enables, once initial consolidation is completed, existing responsibilities will migrate to more centralized control, potentially spanning MAJCOM boundaries, to produce more efficient operations and use of enterprise resources.  

30. Information Assurance and Computer Network Defense are two elements that must be closely attuned to produce and protect a corporate Information Enterprise.  Operational availability of the enterprise is the foundation upon which the other tenets of IA are based.  The information enterprise must be reliably maintained and operated before successful defensive or offensive information operations can occur.  However, these functions cannot operate independently if consistent lines of command and control are to be maintained.   Consequently, network management, sustainment, and security operations must be integrated throughout the enterprise.

31. Specific operation and sustainment responsibilities include:

31.1. The AF CIO will market all enterprise capabilities, current and planned, to all enterprise operators.

31.2. The AF CIO will define, publish, and provide core and transport layer services of the operational enterprise network to all AF enterprise users.

31.3. AF CIO will institutionalize a standard tactics, techniques, and procedures program for all enterprise network management and control activities.

31.4. CIOs will ensure network-based defensive information operations activities are integrated with information assurance activities at all levels.

31.5. Functional system managers will ensure they maintain viable (effective and sustainable) system specific training and certification programs for functional administrators and users throughout the operational phase of their programs.

31.6. MAJCOM CIOs and functional system managers will ensure proper security awareness and system specific training programs are in place for all users of the enterprise network and attached functional systems.

31.7. The AF CIO will ensure the proper AF-level, Intermediate, and base-level enterprise network management structures are established to perform network operations and security, and deliver information assurance and operational availability.

31.8. The network operations elements will perform the following functions:

31.8.1. AF-level:

31.8.1.1. Provide global visibility and situational awareness of Information Enterprise resources and capabilities.

31.8.1.2. Provide AF-level core services for the enterprise.

31.8.1.3. Provide integrated management and security operations of AF wide-area classified and unclassified networks and service delivery points.

31.8.1.4. Direct all enterprise operational, security, and configuration based changes.

31.8.1.5. Provide assistance to intermediate level control centers.

31.8.2. Intermediate level:

31.8.2.1. Provide centralized core services to assigned bases.

31.8.2.2. Develop and implement plans to execute enterprise changes as specified by the AF-level control center.

31.8.2.3. Provide assistance to assigned base-level control centers.

31.8.3. Base-level:

31.8.3.1. Provide enterprise access to all base customers.

31.8.3.2. Provide customer assistance to assigned base customers.

31.8.3.3. Execute enterprise changes as directed by intermediate or AF-level control centers.
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